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A Novel Multifunctional Energy
System „MES… for CO2 Removal
With Zero Energy Penalty
This paper proposes a novel, multifunctional energy system (MES), in which hydrogen
and electricity are cogenerated and about 90% of CO2 is removed. By integrating the
methane/steam reforming reaction and combustion of coal, the natural gas and coal are
utilized synthetically, and coal is burned to provide high-temperature thermal energy to
the methane/steam reforming reaction. Afterwards, the resulting syngas enters a pressure
swing adsorption (PSA) unit to separate about 70% of hydrogen, thereby significantly
increasing the concentration of carbon dioxide from nearly 20% to 43% in the PSA tail
gas. As a result, the overall efficiency of the new system becomes 63.2%. Compared to a
conventional natural gas-based hydrogen plant and a coal-firing steam power plant
without CO2 removal (the overall efficiency of the two systems is 63.0%), the energy
penalty for CO2 removal in the new system is almost totally avoided. Based on the
graphical exergy analysis, we propose that the integration of synthetic utilization of fossil
fuel (natural gas and coal) and the CO2 removal process plays a significant role in zero
energy penalty for CO2 removal and its liquefaction in the MES. The result obtained here
provides a new approach for CO2 removal with zero or low thermal efficiency reduction
(energy penalty) within an energy system. �DOI: 10.1115/1.2799532�

Introduction

Carbon dioxide �CO2� is the greenhouse gas that has the largest
contribution from human activities and is released into the atmo-
sphere mainly by combustion of fossil fuels, such as coal, oil, and
natural gas �NG�. Since fossil fuels are likely to remain as the
main source of primary energy for many decades, we should pay
special attention to finding ways to capture CO2 �1�. The current
viewpoint of system synthesis proposes several approaches to
CO2 sequestration: �1� The removal of CO2 from the exhausts of
conventional power stations; �2� the use of enriched CO2 mixtures
as working fluid with pure oxygen combustion; and �3� precom-
bustion decarburization with coal gasification and NG/steam re-
forming. One of the challenges for these approaches is controlling
the large thermal efficiency reduction �energy penalty� for the
CO2 separation and liquefaction.

The postcombustion approach has been considered a hot topic
by many researchers �2–5�. Since the flue gas is at atmospheric
pressure, a chemical absorption technique must first be consid-
ered. Thermal energy �steam extracted from steam turbine� is re-
quired for the regeneration of absorbent, leading to a decrease of
turbine work output. The reduction of thermal efficiency is about
eight percentage points for NG-based power plants �2,3�, which
mainly comes from the rather low mole concentration �about 3%�
of CO2 in the flue gas, although the CO2 concentration can be
increased to 6% with the exhaust recirculation. For coal-based
power plants, the thermal efficiency reduction was 12–13 percent-
age points �4,5�, which is mainly caused by the high carbon con-
tent of coal. The main efforts in this approach are mainly depen-
dent on the improvement of techniques, i.e., chemical absorption
technology.

In the oxy-fuel combustion approach, the enriched CO2 mix-
tures substitute the air as a working fluid, in which the thermal

efficiency reduction mainly relies on the efficiency of the air sepa-
ration unit �ASU� instead of the CO2 separation process. The ef-
ficiency reduction is about 7–11 percentage points for coal-based
power plants �6,7� and about ten percentage points for NG-based
power plants �5�. The key potential of this approach depends on
both process technologies and system syntheses, including ways
to decrease the energy consumption for generating pure oxygen
and ways to effectively combine it with other systems. The pre-
combustion approach is considered as a promising technique to
recover CO2 from coal-based power plants. Before combustion,
the fossil fuel is converted to syngas �a mixture of CO and H2�
before CO is transformed into CO2 through a water-gas shift re-
action. Due to the high concentration of CO2 and low quantity of
gas to be treated, the energy consumption for CO2 separation
might be decreased. The thermal efficiency reduction is about
seven percentage points for coal-based power plants �8� and 7–10
percentage points for NG-based power plants �9,10�. Extra energy
consumption for the reforming or partial oxidation processes is
the main reason for the high energy penalty �11�. A key point that
should be emphasized is that precombustion provides a potential
for the system synthesis to decrease the energy penalty of CO2
removal. Therefore, the energy consumption is so large in the CO2
removal process, such that it is the main energy penalty of the
overall system. Nevertheless, although the improvement of the
separation technologies may decrease the energy penalty, it is not
a task that can be easily performed, even with the latest technolo-
gies.

Based on the exergy analysis, the exergy destruction of the
conversion processes from fossil fuel to thermal energy �i.e., from
chemical energy to thermal energy�, such as combustion and par-
tial oxidation fuel, is still the main contributor for the exergy
destruction in the energy systems �9,10,12�. Moreover, the carbon
composition of the fuel is also converted into carbon dioxide in
these energy conversion processes. It is worthy to note that inte-
grating the use of fossil fuel and CO2 removal process may pro-
vide a feasible way to decrease the energy penalty of CO2 re-
moval.

This paper thus aims to �1� propose a new MES with a lower
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energy penalty; �2� identify the features of the new system; and
�3� clarify the internal phenomena of the new system by graphical
exergy analysis.

Novel MES With CO2 Removal

Conceptual Design of the Novel MES. The novel MES with
CO2 removal is conceptually represented in Fig. 1. The new sys-
tem integrates an NG-based hydrogen plant and a coal-fired steam
cycle, and separates about 90% of carbon dioxide generated from
fuel at the same time.

One of the features of the MES is the synthetic utilization of
coal and natural gas by the dual fuel reforming method, which
was introduced in detail in a previous paper �12�. Coal and natural
gas can be used in quite different ways, relying on synthetic uti-
lization. For example, the thermal energy released from the burn-
ing of coal �the dashed line shown in Fig. 1� was provided to a
reforming reactor, which drove the methane reforming with steam.
Thus, the entire natural gas input system can act as a reactant for
hydrogen production. Unlike in the MES, about 25% of input
natural gas was burned directly in the reformer to provide thermal

energy for the reforming reaction in a single NG-based hydrogen
plant �NHP�. The synthetic utilization of coal and natural gas may
decrease the exergy destruction of the conversion process from
fossil fuel to thermal energy and may even lower the impact of
CO2 removal on the system performance.

The other feature of the new system is the integration of the
hydrogen plant and the thermal cycle. In MES, the PSA tail gas
was introduced to a gas turbine as fuel, instead of burning in the
reformer of the single hydrogen plant. Due to the high turbine
inlet temperature, the exergy destruction of combustion of tail gas
might decrease. Moreover, the surplus heat of the hydrogen plant
was also recovered and utilized efficiently by the thermal cycle,
and the thermal energy �steam� required by the hydrogen plant
was provided from the thermal cycle at the proper temperature
and pressure. The point emphasized here is that the integration
provides a potential to remove CO2 with lower energy consump-
tion. In the MES, the carbon dioxide was removed just before the
gas turbine.

Configuration of the New MES With CO2 Removal. Figure 2
is a flowchart of the new MES with CO2 removal, which inte-

Fig. 1 Conceptual scheme of the multifunctional energy system with CO2
removal

Fig. 2 System configuration of the new MES system with CO2 removal
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grates a coal-fired power plant and a hydrogen plant based on
natural gas. This new system is mainly composed of five sub-
systems, including a dual fuel reformer �a�, heat exchangers �b1–
b7�, a H2 production subsystem �c1, c2, and PSA unit�, a power
generation subsystem �d–i�, and CO2 separation, and liquefaction
units �j1 and j2�. The dual fuel reformer �a� is one of the key
components of the MES, and is comprised of reaction tubes and a
hearth. The catalyst for the methane/steam reforming is inside the
tubes, where the reforming reaction takes place. The coal is
burned with preheated air �10� in the hearth �outside of the tubes�
of the dual fuel reformer, which provides high-temperature ther-
mal energy for the reforming reaction. The preheated mixture of
the natural gas and the steam extracted from the steam turbine �i2�
then enters the reaction tubes of the dual fuel reformer, where the
mixture is converted into syngas. The syngas is then cooled to
355°C in a heat exchanger �b1� before it enters the shift reactor
�c1�, and high-temperature superheated steam is simultaneously
generated in it �b1�. Most of the CO in syngas is converted into
CO2 through two stage shift reactors �c1 and c2�, while simulta-
neously producing high-pressure saturated steam in c1. Finally,
the syngas is compressed to about 0.55 MPa through a syngas
compressor �d1�, before being piped to the PSA unit after cooling
in a heat exchanger �b3� to produce pure hydrogen, where about
68% of hydrogen is separated. The tail gas discharged from the
PSA unit is compressed by an intercooled two-stage compressor
�d2 and d3�. The high-pressure syngas is then converted into
H2-rich syngas in the physical absorption �13� and liquefaction
unit, in which over 90% of CO2 in the syngas is separated and
liquefied. The surplus heat of stack gases from the burning of coal
in the dual fuel reformer is recovered by several heat exchangers
�b5–b7�. In the heat exchanger of b5, the high-temperature ther-
mal energy of the stack gas is used to superheat high-pressure
saturated steam generated by the heat recovery steam generator
�HRSG� The middle-temperature thermal energy is used to pre-
heat the reactants of the reforming reaction in a heat exchanger
�b6�, and the low-temperature thermal energy is used to preheat
combustion air in the heat exchanger of b7. Finally, the stack gas
enters the chemical absorption �MEA solution� and liquefaction
unit �j1� to remove about 90% of CO2 �14,15�.

The H2-rich syngas generated in the physical absorption unit
�j2� is sent to a combined cycle as fuel. The exhaust gas of the gas
turbine then enters the HRSG �h� to generate high-pressure satu-
rated steam and reheat the outlet steam of the high-pressure steam
turbine �i1�. The CO2 chemical absorption process requires ther-
mal energy for the regeneration of the solvent, which is provided
by the steam extracted from the steam turbine. The CO2 physical
absorption process needs power for CO2 compression and the so-
lution pump, delivered by the MES itself. The CO2, separated
from flue gas of coal and natural gas, is then compressed to a
pressure of 15 MPa by a three-stage intercooling compressor be-
fore being liquefied in a condenser, thereby making CO2 ready for
storage or disposal.

Evaluation of MES

Description of Reference Systems. With the multi-input of
natural gas and coal, the evaluation of the new MES will be based
on its comparison to the single systems. Usually, coal is utilized as
fuel for direct combustion in steam power plants and NG is used
in hydrogen plants. In this study, the coal-fired steam cycle �CSC�
and NG-based hydrogen plant �NHP� are selected as reference
systems without CO2 removal. Two systems are considered as
reference systems with CO2 removal: A coal-fired steam plant
based on circulating fluidized bed �CFB� boiler with CO2 removal
from exhaust gas �CSCR�, and an NG-based hydrogen plant with
CO2 removal from exhaust gas of reformer �NHPR�.

Figures 3�a� and 3�b� show the layouts of the reference plants.
Figure 3�a�, moreover, is a flowchart of CSCR. The coal-fired
steam plant is a subcritical steam unit with a steam superheating

and the reheating temperature of 540°C for a medium-sized plant,
a maximum pressure of 14 MPa, and a condensing pressure of
0.007 MPa. The flue gas from the boiler is cooled and scrubbed in
a gas desulphurization unit and then sent to a chemical absorption
and liquefaction unit, in which CO2 is recovered and liquefied.
Figure 3�b� is a flowchart of the NHPR. Natural gas is first re-
formed by the steam �extracted from a steam turbine� at 0.2 MPa
and absorbs high-temperature thermal energy from its combustion
with tail gas from the PSA unit. Next, after being cooled in a
syngas cooler, the component of CO in the product of the reform-
ing reaction is converted into CO2 through a shift reactor. The
shifted products are cooled in a heat exchanger and compressed to
0.55 MPa, and the compressed gas enters the PSA unit to separate
80% of the hydrogen. The tail gas of the PSA unit is fed to the
reformer as fuel, while the flue gas of the reformer is cooled in the
HRSG and is used to generate the superheated steam for the steam
turbine. Finally, the CO2 in the flue gas is removed and liquefied
in a chemical absorption and liquefaction unit.

Evaluation of the New MES. In the MES, the power sub-
system is based on a heavy-duty gas turbine of current technology
with a turbine inlet temperature of 1290°C and a pressure ratio of
15.5. The steam, which is saturated at a pressure of 12 MPa and
reheated at a pressure of 3.9 MPa, is generated in the HRSG, and
the temperatures of both the superheated and reheated steam are
kept at 535°C. To obtain high conversion of methane, which is
necessary for CO2 removal, a near-atmospheric pressure is
adopted and the temperature of the reaction is kept around 750°C.
The steam/methane ratio is assigned as 3.0, since the unconverted
steam will be used in the following shift reactor. The other as-
sumptions in the reforming process are the same as those of

Fig. 3 „a… Coal-fired steam plant with CO2 removal by exhaust
gas treatment; and „b… hydrogen plant with CO2 removal by
exhaust gas treatment
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Kesser �16�. The main assumptions here are reported in Table 1.
MES was studied using the commercial software Aspen Plus.

During the simulation, the composition of natural gas was as-
sumed to be methane, and the composition of coal was assumed to
be CH0.3O0.17N0.03. The pressure, temperature, mass flow, and
composition of the main points in Fig. 2 are listed in Table 2.

The performance comparisons of the MES to that of the refer-
ence systems without CO2 removal �CSC+NHP� and reference
systems with CO2 removal �CSCR+NHPR� are listed in Table 3.
With the same quantity of natural gas and coal inputs, the MES
produced hydrogen output of 344.0 MW, which was 40 MW
higher than that of the reference systems without CO2 removal.
However, the electricity production of the MES and the reference
system with CO2 removal were decreased by 38.3 MW and
54.7 MW, respectively. When the CO2 removal ratio was 90.1%,
the overall efficiency of the new system reached to about 63.2%.
Compared with the reference system without CO2 removal, the
overall efficiency of the MES was slightly increased by 0.2 per-
centage points. On the contrary, the efficiency of the reference
systems with the same CO2 removal was decreased by 8.5 per-
centage points. Unlike the large efficiency decrease of the conven-
tional energy system for CO2 removal, the MES separated CO2
without an energy penalty.

To reveal the internal phenomena of the system, an exergy
analysis was performed for the MES and the reference systems
with CO2 removal, and the results are listed in Table 4. The ex-

ergy analysis was also based on the assumption that the same
quantity of natural gas and coal were consumed in the MES and
the reference systems with CO2 removal.

The exergy efficiency of the new system was 60.42%, which
was 8.38 percentage points higher than that of the reference sys-
tems �CSCR+NHPR�. Comparing the exergy distributions of the
MES to the reference systems in Table 4, the exergy of the hydro-
gen production and electricity production were increased by
37.96 MW and 17.97 MW, respectively. The exergy destruction
of 60.35 MW was brought by the gas turbine in the MES. How-
ever, 86.74 MW of the exergy was destroyed in the boiler in the
reference systems. The exergy destruction in the CO2 separation
process of the MES �physical and chemical separation� was de-
creased by 17.59 MW compared to the reference systems with
CO2 removal.

The exergy destruction of the conversion process of fossil fuel
to thermal energy was also obviously decreased. In addition,
through system synthesis, the exergy destruction of the CO2 sepa-
ration process was also decreased by means of the current sepa-
ration technologies. When the energy utilization and CO2 separa-
tion are integrated, the key problem of high energy penalty for
CO2 removal may be perfectly resolved.

Discussion

Efficient Utilization of the Chemical Energy of Coal and
NG. In order to reveal the internal phenomena of the key pro-
cesses within the MES, the graphical exergy analysis �EUD meth-
odology� was adopted �17�. This section will analyze the utiliza-
tion of coal and natural gas in detail.

First, we focused on the utilization process of coal in the refer-
ence systems with CO2 removal and the MES. In the reference
systems, coal was burned in the hearth of the CFB boiler to pro-
duce steam, and the exergy destruction of 86.74 MW was signifi-

Table 1 Main assumptions throughout all calculations

Chemical process

Reforming temperature, °C 750
Reforming pressure, MPa 0.15
Ratio of steam to methane 3
Surplus air ratio of coal combustion 1.22
Pressure loss of reformer of hot side, % 12
Pressure loss of reformer of cold side, % 10
Isentropic syngas compressor 0.85
High shift temperature, °C 335
Low shift temperature, °C 200
PSA inlet pressure, MPa 0.55
Hydrogen separation ratio, % 68
Pressure loss of heat exchangers, % 3
Steam to chemical absorption, MPa 0.3
Number of intercoolers for CO2 comp. 2

Power plant

Pressure loss of heat exchangers, % 3
Isentropic efficiency of air compressor 0.88
Isentropic efficiency of gas turbine 0.9
Isentropic efficiency of pump 0.8
Pinch point in HRSG, °C 10
Pressure loss of HRSG �gas side�, % 3
Pressure loss of HRSG �steam, water� 10
Condensation pressure, MPa 0.007

Table 2 Parameters of the main points of the MES

Point G p T CH4 CO CO2 H2 H2O O2 N2

Fig. 2 Kg/s MPa °C Percent molar composition �%�
1 37.33 0.15 549.7 25 — — — 75.0 — —
2 37.33 0.135 750 0.2 10.1 6.4 56.0 27.3 — —
3 37.33 0.131 355 0.2 10.1 6.4 56.0 27.3 — —
4 37.33 0.125 335 0.2 1.9 14.6 64.1 19.2 — —
5 24.5 1.85 211.9 0.6 0.7 42.9 55.6 0.2 — —
6 3.34 1.80 40.0 0.4 0.4 1.7 97.3 0.3 — —
7 147.8 16 429.2 — — — — 1.0 20.8 78.2
8 151.2 15.52 1290 — — 0.9 — 12.5 13.1 73.5
9 170.6 0.103 606.4 — — 0.8 — 11.1 14.0 74.1
10 85.7 0.12 200.0 — — — — 1.0 20.8 78.2
11 92.5 0.105 900 — — 16.3 — 3.6 3.7 76.4

Table 3 Overall performances of the MES and reference
systems

System

Items
CSC+
NHP MES

CSCR+
NHPR

Natural gas input 427.5 427.5 427.5
Coal input 214.6 214.6 214.6
Hydrogen output 304.0 344.0 304.0
Power output from NG 17.6 — 0.9
Power output from coal 82.8 — 44.8
Net power output 100.4 63.7 45.7
Power to physical abscissa — 3.8 —
Heat to chemical abscissa — 78.4 163.1
Power for CO2 liq. — 13.4 16.7
CO2 removal rate, % — 90.1 90.1
Overall efficiency, % 63.0 63.2 54.5

021401-4 / Vol. 130, MARCH 2008 Transactions of the ASME

Downloaded 02 Jun 2010 to 171.66.16.107. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



cant in this process. Figure 4�a� illustrates the energy utilization
diagram �EUD methodology� for the utilization of coal in the
hearth of the CFB boiler in reference systems. As shown by the
curve of Aed, the oxidation of coal in the boiler acted as the energy
donor. The energy acceptors include the preheating of air �curve
Aea1� and coal �curve Aea2�, the evaporation of water �curve Aea3�,
the superheating of steam from 387.6°C to 479.5°C �curve Aea4�
and the reheating of steam from 393.6°C to 540°C �curve Aea5�.
The shaded area between the energy donor and acceptors repre-
sents the exergy destruction in the hearth of the CFB boiler. The
average energy level of coal oxidation was about 1.03, while the
average energy level of evaporation of water was about 0.51, cor-
responding to the evaporation temperature of 342.5°C and the
average energy level of the steam superheating process and re-
heating process were 0.57 and 0.59, respectively. From Fig. 4�a�
we can disclose that the big difference between the energy levels
of energy donor and acceptors causes the large exergy destruction
in the conventional boiler.

Meanwhile, Fig. 4�b� shows the exergy-destruction distribution
in the dual fuel reformer. The oxidation of coal also acted as an
energy donor �curve Aed�, and the methane/steam reforming reac-
tion �curve Aea4� acted as one of the energy accepters. In the dual
fuel reformer, the average energy level of the heating of a mixture
of methane and steam was 0.68, and the average energy level of
the reforming reaction was about 0.60. Compared to Figs. 4�a�
and 4�b�, the average energy level of the energy acceptors in the
dual fuel reformer was higher than that in the boiler, which re-
sulted in the decrease of exergy destruction in the burning of coal
by 11.2% �9.67 MW�.

Similar to coal, natural gas was also used by the MES in a quite
different way compared to the reference systems. In the NG-based
hydrogen plant �NHPR�, about 25% of the natural gas was com-
busted to drive the reforming reaction, while in the MES, this part
of natural gas was used as a reactant of the reforming reaction to
produce hydrogen, with the PSA tail gas sent to the combustor of
the gas turbine after CO2 removal. Figures 5�a� and 5�b� illustrate
the difference between combustion of the decarbonized tail gas in
the combustor of the gas turbine and that of natural gas in the
reformer.

In Fig. 5�a�, the curve of Aed1 represents the oxidation �com-
bustion� of natural gas in the reformer acting as donator and four
streams �curves Aea1 through Aea4� acting as the energy acceptors:

The preheating of air �curve Aea1� and natural gas �curve Aea2�,
the preheating of the reactant of reforming �curve Aea3�, and the
methane/steam reforming reaction �curve Aea4�. The area below
the curve of Aed2 represents the exergy destruction in the mixing
process of air and natural gas. Figure 5�b�, meanwhile, shows the
exergy-destruction distribution of the combustion process of the
decarbonized tail gas in the combustor of the gas turbine. The
oxidation of the decarbonized tail gas acted as an energy donor
�curve Aed1�, and two feed streams, air �curve Aea1� and tail gas
�curve Aea2�, acted as the energy acceptors. The area below the
curve of Aed2 represents the exergy destruction in the mixing pro-
cess of air and tail gas.

Comparing Figs. 5�a� and 5�b�, the distinctive difference is lo-
cated in the energy acceptors. In Fig. 5�a� the average energy level
of the heating processes was 0.62 and the average energy level of
the reforming reaction was about 0.60. In Fig. 5�b� the average
energy level of the preheating of fuel and air were 0.64 and 0.72,
respectively. Compared to the combustion of natural gas in the
reformer, the average energy level of the energy acceptors in the
combustion of the decarbonized tail gas was increased, which, in
turn, led to a great decrement in exergy destruction. The differ-
ence of the exergy destruction between Figs. 5�a� and 5�b� is
36.96%, which indicates that the natural gas is used more effi-
ciently in the MES.

In general, by combining the utilization of coal and natural gas,
the exergy destruction in the conversion processes of fossil fuel

Table 4 Exergy analysis of the MES and reference systems

MES CSCR+NHPR

Items MW % MW %

Exergy input of NG 451.78 67.67 451.78 67.67
Exergy input of coal 215.89 32.33 215.89 32.33
Exergy output
Hydrogen 339.75 50.89 301.79 45.20
Net electricity 63.65 9.53 45.68 6.84
Exergy destruction
Reformer 77.07 11.54 72.50 10.86
Boiler — — 86.74 12.99
Syngas shift reactors 4.92 0.74 3.57 0.54
Syngas compressor 2.43 0.36 1.26 0.19
GT compressor 4.36 0.65 — —
GT combustor 45.54 6.82 — —
GT expansion 10.45 1.57 — —
Steam turbine 3.89 0.58 7.18 1.07
Heat exchangers 33.70 5.05 51.07 7.65
Exhaust discharge 4.66 0.70 2.5 0.37
PSA unit 4.47 0.67 2.83 0.36
Physical CO2 separation 4.19 0.63 — —
Chemical CO2 separation 20.10 3.01 41.88 6.27
CO2 liquefaction 6.07 0.91 7.30 1.09
Auxiliaries 5.17 0.77 6.55 0.98
Separated CO2

37.26 5.58 37.26 5.58
Exergy efficiency, % 60.42 52.04

Fig. 4 „a… EUD for combustion of coal in the hearth of CFB
boiler of reference systems with CO2 removal; and „b… EUD for
combustion of coal in hearth of dual fuel reformer of MES
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into thermal energy was decreased by 36.63 MW. The decrease of
exergy destruction led to the excellent performance of the new
system. Thus, the exergy efficiency of the MES was increased by
5.5 percentage points.

Integration of Energy Utilization and CO2 Separation. The
total energy penalty for CO2 removal was 8.4 percentage points in
the reference systems, but the decrease of the energy penalty in
the MES was mainly based on the two steps of integration: �1�
The integration of the hydrogen plant and the thermal cycle, and
�2� the synthetic utilization of coal and natural gas in the dual fuel
reformer �discussed above�.

In the reference system �NHPR�, the tail gas of the PSA unit
was directly burned in the reformer, and then the CO2 was re-
moved from the flue gas by MEA absorption process, as shown in
Fig. 3�b�. The steam of 84.7 MW with the exergy of 22.3 MW
was extracted from the steam turbine for the regeneration of MEA
solution. It resulted in a decrease of 3.3 percentage points of the
exergy efficiency of the reference systems.

Unlike the reference systems with CO2 removal, the hydrogen
plant and the thermal cycle were integrated in the proposed MES,
and the PSA tail gas was fed into the gas turbine, instead of the
reformer. Before entering the gas turbine, the PSA tail gas needed
to be compressed to a pressure of 1.8 MPa. It is to be noted that
the partial pressure of the carbon dioxide increased from
0.043 MPa to 0.77 MPa after compression, which provides the

possibility of decreasing the energy consumption for CO2 removal
by means of system synthesis. In the MES, this portion of CO2
was removed just before the gas turbine with exergy consumption
of 4.2 MW, and the exergy efficiency of the MES was only de-
creased by about 0.6 percentage points. In other words, relying on
the integration of the hydrogen plant and the thermal cycle, the
MES has less energy penalty of 2.7 percentage points for CO2
removal than that in the reference system �NHPR�.

With the exergy efficiency increment of 5.5 percentage points
contributed by the synthetic utilization of coal and natural gas,
and the exergy-destruction reduction achieved in the CO2 separa-
tion process of 2.7 percentage points, the MES can obtain a ben-
efit of a total of 8.2 percentage points, which just makes up the
energy penalty for CO2 removal in the reference systems.

Further Considerations. The system configuration proposed
here was conceived for CO2 removal from the MES. For the
power section, the gas turbine needed just a little modification to
adapt to the decarbonized fuel and was not a technological ob-
stacle �10,18�. The conventional steam turbine can be adopted
without modification. For the hydrogen generation unit, the small-
and middle-scale PSA unit is commonly used throughout the
world, but a large-scale PSA unit needs to be further researched
and developed.

For the fuel treatment section, the coal-fired methane/steam re-
former was the key equipment, and the structure of the dual fuel
reformer was similar to a boiler, except that the stream flowing
inside the reaction tubes is changed into the reactant of the re-
forming reaction. Since the condition of the reformer �the surface
temperature of the reaction tubes� is quite different from the
boiler, the high temperature corrosion and fouling on the reaction
tubes should be taken into account. Techniques, such as the treat-
ment of coal to remove most of the components of sulfur, ash, and
alkali metals, and the proper combustion system, to minimize the
corrosion and fouling, should be adopted. The shift reactors,
chemical absorption unit, and physical absorption unit can adopt
state of the art technologies.

The large energy consumption for the CO2 removal will in-
crease the consumption of fossil fuel with the same output of
products. For the single NG-based hydrogen plant, CO2 removal
would add approximately 18–33% to the unit cost of hydrogen, in
which the cost of feedstock accounts for 35–60% �1�. Since the
MES can remove about 90% of CO2 with zero energy penalty, the
unit cost of hydrogen will only add about 11–20% in the MES,
compared to the single hydrogen plant with CO2 removal.

To remove the CO2 from conventional energy systems, new
equipment will be needed and extra energy will be consumed.
Accordingly, the cost of products would be increased, which is
unacceptable for the current energy system. However, it should
still be noted that the MES may implement zero energy penalty
for CO2 removal based on the system synthesis, and that the sys-
tem proposed here may lead to a new generation energy system
toward more efficient greenhouse gas control.

Conclusions
This paper proposed a novel multifunctional energy system that

can produce electricity and hydrogen together, with the recovery
of CO2 through the synthetic utilization of natural gas and coal by
dual fuel reforming. This new system is expected to achieve a net
overall efficiency of 63.2% and realize near-zero energy penalty
for CO2 recovery, compared with the conventional NG-based hy-
drogen plant and coal-fired plant with CO2 recovery. The graphi-
cal exergy analysis �EUD methodology� revealed that the syn-
thetic utilization of natural gas and coal brings about the reduction
of exergy destruction in the conversion of fossil fuel into thermal
energy, which accounts for 5.5 percentage points corresponding to
the input exergy of the system. Moreover, this significant im-
provement in the energy utilization can make up the energy pen-
alty for CO2 removal compared to the conventional NG-based

Fig. 5 „a… EUD for combustion of NG in reformer of reference
systems with CO2 removal; and „b… EUD for combustion of tail
gas in gas turbine combustor of MES
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hydrogen plant and coal-fired plant with CO2 recovery. In addi-
tion, the combination of the hydrogen production plant and the
thermal cycle in the new system enables a reduction in the exergy
destruction of CO2 separation, accounting for 2.7 percentage
points corresponding to the input exergy of the system. Finally,
the proposed MES provides a potential to recover CO2 with near-
zero energy penalty, and offers a new approach to simultaneously
resolve the efficient utilization of fossil fuel and the control of
greenhouse gas emissions based on system synthesis.
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Nomenclature
MES � multifunctional energy system
CSC � coal fired steam cycle
NHP � natural gas-based hydrogen plant

CSCR � coal fired steam power plant with CO2 removal
by exhaust gas treatment

NHPR � natural gas-based hydrogen plant with CO2
removal by exhaust gas treatment

EUD � energy-utilization diagram
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Laboratory Studies of the Flow
Field Characteristics of Low-Swirl
Injectors for Adaptation to
Fuel-Flexible Turbines
The low-swirl injector (LSI) is a simple and cost-effective lean premixed combustion
method for natural-gas turbines to achieve ultralow emissions (�5 ppm NOx and CO)
without invoking tight control of mixture stoichiometry, elaborate active tip cooling, or
costly materials and catalysts. To gain an understanding of how this flame stabilization
mechanism remains robust throughout a large range of Reynolds numbers, laboratory
experiments were performed to characterize the flowfield of natural-gas flames at simu-
lated partial load conditions. Also studied was a flame using simulated landfill gas of
50% natural gas and 50% CO2. Using particle image velocimetry, the nonreacting and
reacting flowfields were measured at five bulk flow velocities. The results show that the
LSI flowfield exhibits similarity features. From the velocity data, an analytical expression
for the flame position as function of the flowfield characteristics and turbulent flame
speed has been deduced. It shows that the similarity feature coupled with a linear de-
pendency of the turbulent flame speed with bulk flow velocity enables the flame to remain
relatively stationary throughout the load range. This expression can be the basis for an
analytical model for designing LSIs that operate on alternate gaseous fuels such as
slower burning biomass gases or faster burning coal-based syngases.
�DOI: 10.1115/1.2795786�

Introduction
Lean-premixed �LP� combustion technologies have been

adopted by virtually every industrial gas turbine manufacturer as a
dry low NOx �DLN� method to meet emission regulations being
implemented in the US and in many regions worldwide. However,
to meet more stringent ultralow emissions standards being pro-
posed, the DLN combustors have to operate at conditions near the
lean limit of their stability domains where noise, instability, and
flame blowoff can seriously affect engine performance and reli-
ability. To mitigate these potential problems, much effort has been
devoted to explore remedies based on passive control �e.g., fuel
and/or air staging� �1�, and active control �e.g., autofeedback loop�
�2,3�. Other alternatives invoke more costly exhaust gas clean up
or catalytically assisted combustion. Undoubtedly, these new
schemes would lead to elaborate combustion devices requiring
tightly controlled sensors and actuators as well as many auxiliary
components. For engines that operate on gaseous fuels other than
natural gas, combustion instability problems are further exacer-
bated due to the variability of the fuel contents and fuel air ratios.
Therefore, the injectors as well as the combustors have to be
optimized or reengineered to accommodate the changes in the
combustion properties.

One promising solution for fuel-flexible gas turbines is a na-
scent premixed combustion technology that operates on a unique
low-swirl combustion concept. Originally developed at the
Lawrence Berkeley National Laboratory as a small laboratory re-
search burner for fundamental studies �15 kW�, a good under-
standing of its operating principle has been obtained �4–9�. This
patented combustion method exploits the aerodynamic properties

of the propagating turbulent premixed flames. It is a simple, ro-
bust, and readily adaptable technology to meet stringent emission
targets without significantly altering the system configurations, or
impact on efficiency, turndown, and costs. Low-swirl combustion
has been commercialized for industrial process heaters. Low-swirl
burners �LSBs� of 150 kW–7.5 MW �0.5–25 MMBtu /h� with ul-
tralow emissions of 4–7 ppm NOx and CO �both at 3% O2�
within 10:1 turndown have been available since late 2003. Central
to the commercialization pathway was the basic knowledge
gained from laboratory studies that has provided critical informa-
tion for scaling as well as resolving system integration issues
�10,11�. Low-swirl combustion is also being developed for
natural-gas turbines. Rig tests of a prototype low-swirl injector
�LSI� for 5–7 MW engines show it to be a cost-effective solution
that enables DLN turbines to meet the emission targets of
�5 ppm �at 15% O2� for both NOx and CO. �12,13�.

The low-swirl combustion concept is readily adaptable for
burning other hydrocarbons and hydrogen enriched fuels. The ap-
proach is to adjust the flowfield to accommodate the differences in
the turbulent flame speeds of these premixed flames. The process
requires basic knowledge of the combustion properties for each
fuel, e.g., flame speeds and flame temperatures. Equally signifi-
cant is a good understanding of how these flames couple with and
respond to the turbulent flowfield. Therefore, laboratory investi-
gations to characterize these flame and their flowfield properties
are essential. The validity of this approach has been demonstrated
by development of fuel-flexible industrial LSBs. Prototypes have
been tested with propane, ethylene, natural-gas diluted with flue
gases �up to 30%� �11�, and refinery gases having large hydrogen
constituencies �up to 50% H2� �14�.

The main issue for adapting the LSI to fuel-flexible gas turbines
stems from the significant diversity in the constituents of the al-
ternative fuels and the variations in combustion properties and
heat contents. To learn how to adjust the LSB flowfield to burn
these slower burning and faster burning fuels �compared to natural
gas�, the first step is to obtain the baseline knowledge on how the

Contributed by the International Gas Turbine Institute of ASME for publication in
the JOURNAL OF ENGINEERING FOR GAS TURBINES AND POWER. Manuscript received April
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flowfield of natural-gas flame evolves with velocity. Toward this
goal, laboratory experiments have been performed to characterize
the changes in the LSI flowfield with flow Reynolds numbers and
combustion heat release. Using particle image velocimetry �PIV�,
the distributions of the mean velocities, the rms fluctuations, and
shear stresses have been obtained at five bulk flow velocities un-
der atmospheric conditions. The corresponding nonreacting flows
were also investigated. In addition, the feasibility of the current
LSI prototype to accept alternate fuels was demonstrated by firing
with a simulated landfill gas of 50% natural gas and 50% CO2.

Low-Swirl Injector Configuration
Premixed flames consume the reactants in the form of self-

sustaining reacting waves that propagate at flame speeds con-
trolled by the mixture compositions, the thermodynamic condi-
tions, and the turbulence intensities. In contrast, nonpremixed
diffusion flames do not propagate �i.e., move through the reactants
medium� because burning occurs only at the mixing zone formed
between the fuel and the oxidizer streams. The low-swirl combus-
tion method exploits the wavelike behavior of premixed turbulent
flames and is valid only for premixed combustion. The premise is
to capture a fast moving turbulent premixed flame as a “standing
wave” that remains stationary without the need for a flame anchor
�Fig. 1�. This can be accomplished by letting the premixed flame
burns freely in a divergent flow region produced in a weakly
swirling flow.

The critical requirement is to set the swirl rate at a sufficiently
low level to inhibit vortex breakdown—a precursor to the forma-
tion of flow reversal and strong recirculation �15�. Under this
situation, the primary role of the swirling motions is to induce
mean radial aerodynamic strain to expand the flow radially when
it exits the burner. Radial flow expansion is accompanied by a
linear decrease in the mean axial velocity. This velocity “down-
ramp” is the key feature that provides a robust configuration for a
premixed turbulent flame to freely propagate and settle at a posi-
tion where the local flow velocity is equal and opposite to the
flame speed. The flame does not flashback because it cannot
propagate faster than the velocity at the exit. Blowoff is also miti-
gated because the divergent flow provides a broad region where
the flame naturally settles. More importantly, mixture inhomoge-
neity or slight flow transients cause only a shift in the flame po-

sition and the likelihood of flameout is minimized. This is a self-
adjusting mechanism for the flame to withstand transient and
some abrupt changes.

For gas turbines, the key LSI component is a patented swirler
�Fig. 2�. It has an outer annular swirled section and an open center
channel to allow a portion of the reactants to remain unswirled.
The center-channel flow is a critical component whose presence
retards recirculation. To achieve the appropriate flow divergence
rate involves balancing the swirled and the unswirled flows. This
is done by fitting a perforated screen to the center channel. An-
other key parameter is the swirler recess distance, Li. It controls
the residence time of the interaction between the swirled and un-
swirled flows and has a secondary effect on the flow divergence
and thus the overall LSI performance.

Because an annular vane swirler is a standard component of
most high-swirl injectors �HSIs�, the LSI prototype utilizes an
existing swirler designed for HSI and the details are given in Ref.
�12�. The significant alteration from HSI to LSI is the removal of
the solid centerbody to form the center channel. To configure the
LSI for optimum flame stability at ultralean conditions, we in-
voked the engineering rules developed for atmospheric flow
LSBs. These rules are specified in terms of the swirl number S and
swirler recess distance Li. The LSI swirl number is defined as �10�

S =
2

3
tan �

1 − R3

1 − R2 + �m2�1/R2 − 1�2�R2 �1�

where � is the vane angle, R is the ratio of the center channel Rc
and the injector radii Ri and m is the mass flux ratio of the un-
swirled and swirled flows. Here, � and R in Eq. �1� are fixed by
the swirler design. Using the same procedure for LSB develop-
ment, the swirler was fitted with exit tubes of various lengths to
vary Li and different centerbody screens to vary S. These proto-
types were evaluated at open atmospheric conditions. Using the
lean blowoff and flame position as the criteria, a LSI design with
swirl number S=0.5 and Li=9.5 cm was configured for a 6.3 cm
diameter injector. This is consistent with the 0.4�S�0.55 guide-
line developed for designing LSBs.

Next, the LSI was evaluated with a combustor liner at simu-
lated full load �430°C, 15 atm� and partial loads �230°C, 6 atm�
�12�. Successful firing of the LSI at gas turbine conditions showed
the direct relevance of the open flame experiments to gas turbine
development. More significantly, the LSI NOx emissions are 60%
lower than those of a HSI �Fig. 3�. These results demonstrate that
the LSI can attain low emissions far away from the lean blowoff
limits and at conditions less conducive to combustion oscillations.
The lowest levels of NOx and CO ��5 ppm� are comparable with
those from much more costly and less durable catalytic options.
Therefore, the implementation of the LSI is expected to be low
cost and free of concerns about complex controls, durability, and
maintenance �13�.

Fig. 1 LSI produces a freely propgating lited flame

Fig. 2 Schematics and top view of a laboratory LSI
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Johnson et al. �12� also compared the flowfields produced by
the LSI and the HSI. They showed that the lifted and detached LSI
flame originates in the central region of the flowfield that is free of
swirl and flow recirculation. In contrast, HSI imparts swirl to the
entire flow of the reactants. Its centerbody promotes the formation
of a tight recirculation zone in its wake. The HSI flame attaches to
the rim of the centerbody and the hot combustion products trapped
in the wake are essential for holding and continuously igniting the
fresh reactants. Therefore, swirling and recirculating fluid motion
dominate the HSI flame. Although the swirl numbers of the HSI
�S=0.73� and the LSI differ by a seemingly trivial amount, due to
the fundamental differences in the flowfields and the flame stabi-
lization mechanism, their overall combustion behaviors as well as
the emissions are quite different.

Experimental Setup and Diagnostics
Figure 4 shows a schematic of the experimental setup. For the

current study, the LSI was mounted vertically on top of a 30 cm
long pipe fitted centrally in a 12.7 cm diameter, 33 cm tall cylin-
drical flow settling chamber. This chamber is from a commercial
LSB and the mounting of the LSI replicates the commercial con-
figuration. The fuel and air mixtures were delivered through the
side of the chamber and entered from the bottom of the central
pipe. A honeycomb section at the pipe entrance acts as flow
straightener. Air supplied by a fan blower is mixed with pipeline
natural gas �NG� in a commercial venturi premixer manufactured
by the Maxon Corp. The seeding flow for the PIV measurements
was added to the premixture near the chamber entrance. This
setup utilized a commercial burner control system manufactured
by the Honeywell International Corp. It consists of a set of flow
and flame sensors, control dampers, and a spark igniter. Startup
and shutdown followed standard prescribed procedures. The ex-
perimental conditions were set and monitored by a personal com-

puter �PC� control algorithm interfaced with the Honeywell sys-
tem and an electronic flow controller for the PIV seeds. This
experimental setup affords a maximum flow rate of 4500 LPM
with heat output of up to 300 kW.

Flowfield information was obtained using a PIV system consist-
ing of a New Wave Solo PIV laser with double 120 mJ, 6 ns
pulses at 532 nm and a Kodak/Red Lake ES 4.0 digital camera
with 2048�2048 pixel resolution. The optics captured a field of
view of approximately 13�13 cm2 covering the near field as well
as the far field of the flames with 0.065 mm /pixel resolution. A
cyclone type particle seeder seeded the air flow with 0.5 �m
Al2O3 particles, which can track velocity fluctuations up to
10 kHz �16�.

Data acquisition and analysis were performed using software
developed by Wernet �17�. Because of the complex and 3D nature
of the swirling flowfield, care had to be taken to optimize inter-
frame timing, camera aperture setting, light-sheet thickness, and
seed density to ensure high data fidelity. Using a portion of the
light sheet with approximately 1.1 mm thickness �away from the
0.3 mm waist produced by the 450 mm spherical lens� and a short
interframe time �30–35 �s� helped to freeze the out of plane mo-
tion of seed particles. Sets of 224 image pairs were recorded for
each experiment. The PIV data were processed using 64
�64 pixel cross-correlation interrogation regions with 50% over-
lap. This rendered a spatial resolution of �2 mm.

As in Ref. �12�, the PIV experiments were conducted in the
open and at atmospheric pressure. Although enclosed flames give
closer facsimiles of gas turbine combustion, a previous study �18�
shown that the open and enclosed LSB flowfields are not signifi-
cantly different when the enclosure diameter is three times larger
than that of the LSB. The 3:1 expansion ratio guideline has been
adopted in commercial LSBs and in the combustor liner for LSI.
Due to the significant decreases in signal to noise ratios when
capturing the PIV images through an optically accessible window,
the need to perform enclosed flame experiments does not seem to
be fully justified.

Results
Table 1 lists the experimental conditions. The nonreacting flows

and NG/air flames were chosen to study the evolution of the LSI
flowfields within a 3:1 turndown range. Though these velocities
are relatively low compared to those in a typical gas turbine, they
are relevant due to the fact that the characteristics of the LSI
flames such as flame positions, flame discharge angles, and lean
blowoff limits have been shown to be consistent with those at
elevated T0 and P0 �12�. To investigate the fuel-flexible capability
of the present LSI design, Flame 6 utilizes a fuel of 50% NG and
50% CO2 to simulate a typical landfill gas with medium Wobbe
index of 448 Btu / ft3 �19 mJ /M3�. This is about half the Wobbe
index of NG. Set at �=0.8, Flame 6 has the same adiabatic flame
temperature as the �=0.7 NG flames �Tad=1845 K� but with a
lower SL of 0.13 m /s instead of 0.196 m /s.

Mean Flowfields. Figure 5 compares the normalized mean ve-
locity vectors and the normalized shear stresses uv /u�v� measured
in Flows 1 and 5, and Flames 1 and 5. These conditions are at the
minimum and maximum Re that we have investigated. The results
obtained for Flows 1 and 5 �top� show the typical features of the
flowfield generated by the LSI. In the near field �x�40 mm�, the
nonswirling flow through the center channel generates a relative
flat velocity distribution around the axis �−20�r�20 mm�. It is
surrounded by a faster outward spreading swirling flow supplied
by the swirl annulus. The expanding swirling motion generates an
adverse axial pressure gradient and induces flow divergence
within the nonswirling center core flow. As a result, flow velocity
decreases with increasing x as shown by the shortening of the
velocity vectors downstream. Within the nonswirling center core,
the shear stress levels are very low because the turbulence is con-

Fig. 3 Emissions of LSI and HIS from rig tests at partial and
full load gas turbine conditions

Fig. 4 Schematics of the LSI setup
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trolled by the perforated plate placed over the center channel.
High shear stresses occur in the outer regions where the swirling
flow entrains and mixes with ambient air. The outlines of the high
stress regions also illustrate that the discharge angles of the non-
reacting flows are not sensitive to Re. In the far field of Flow 5, a
near zero region is found at about x=70 mm. This feature together
with slight increases in shear stresses in the central region at x
�100 mm indicates the presence of a very weak flow recircula-
tion zone �7,12�. In contrast, a weak recirculation zone is not
found in Flow 1. The results indicate that the appearance of a
weak recirculation bubble in the far field is one of the main Re
dependent characteristics of the LSI flowfield.

The development of flow recirculation with increasing Re is
shown again by the velocity vectors of Flames 1 and 5 �Fig. 5,
bottom row�. For Flame 1 at a low Re, combustion heat release
accelerates the flow velocity in the far field such that the small
velocity deficit found on the corresponding Flow 1 at x
=120 mm does not exist. For Flame 5, combustion has the oppo-
site effect in that it enhances the flow recirculation. A stagnation
point is seen at x=82 mm and negative flow velocities are ob-
served at x=120 mm. As discussed in previous publications
�7,12�, the weak recirculation zones in LSI and LSB are far away

from the flame. For Flames 1 and 5, the leading edge of the flame
brushes are at x=30 and 20 mm, respectively. Therefore, flow
recirculation has little relevance to the flame stabilization mecha-
nism. The flowfields of Flames 1 and 5 also show that the dis-
charge angles of the flow are similar and independent of the flow
velocity. Visual observations of the LSI flames during the en-
closed test rigs confirmed the same behavior.

Axial Profiles. The freely propagating flame generated by the
LSI settles naturally at the position with the central region where
the local flow velocity matches that of the turbulent flame speed
ST. Therefore, the centerline velocity profiles are useful for under-
standing how the LSC mechanism remains robust under a wide
range of flow and mixture conditions. Quantitative features of the
flowfields and the flame, e.g., mean strain rate ST and flame brush
thickness can be deduced from these profiles.

Shown in Figs. 6 and 7 are the centerline axial profiles of U, u�,
and v� for Flows 1–5 and Flames 1–5, respectively. In Fig. 6�a�,
the nonreacting U profiles all exhibit the characteristic linear ve-
locity decay beginning at the burner exit. The development of the
weak recirculation zone is illustrated by the appearance of veloc-
ity troughs on the profiles of Flows 3–5. The velocity troughs
move closer to the LSI exit with increasing Re. Although the
minimum U on these profiles did not drop below zero, the corre-
sponding large values of u� shown on Fig. 6�b� indicate the oc-
currence of intermittent flow reversal that would be consistent
with the initiation of a weak recirculation zone. From Figs. 6�b�
and 6�c�, it can be seen that the turbulence at the LSI exit is
anisotropic with u� higher than v�. For Flows 1 and 2, the aniso-
tropy is slight and the u� and v� profiles do not show significant
turbulence decay with increasing x. A lack of turbulence decay
indicates the influence of mean strain imposed by the divergent
flow. This is the same behavior found in LSBs using tangential
entry air-jet swirlers �5�. Turbulence anisotropy at the exit be-
comes higher at larger Reynolds numbers �Flows 3–5� where u� is
50% higher than v� for Flow 5. An additional feature is that the u�
and v� profiles for the large Reynolds number cases increases with
x. The u� profiles of Flows 3–5 attain their maximum values at the
point where the U profile drops to its minimum. These increases
are consistent with the formation of the weak recirculation zones.
Correspondingly, the v� /U0 of Flows 3–5 continue to increase and
surpass u� /U0 in the far field.

In Fig. 7�a�, the effects of combustion heat release on the U
profiles for Flames 1–5 are readily discernable. In the near field
region adjacent to the LSI exit all U profiles retain the linear
decay feature but with steeper rates of the velocity decline. Fur-
ther downstream, the positions where these U profiles deviate
from the linear decline correspond to the leading edges of the
turbulent flame brushes. Therefore, the local velocity at these
points are defined as the turbulent flame speed ST because the
flame brush is locally normal �in the mean� to the approach flow.
Within the flame brushes, the mean velocities increase slightly
before resuming the declining trends in the postflame regions. The

Table 1 Experimental conditions

Case
U0
�m/s� Re Fuel �

Output
�kW�

Flow 1 6.83 27802 None 0.0 0
Flow 2 10.12 41211 None 0.0 0
Flow 3 15.11 61509 None 0.0 0
Flow 4 19.12 77809 None 0.0 0
Flow 5 22.74 92571 None 0.0 0
Flame 1 7.70 31339 NG 0.7 55
Flame 2 10.09 41088 NG 0.7 73
Flame 3 15.88 64652 NG 0.7 113
Flame 4 18.99 77317 NG 0.7 139
Flame 5 21.97 89434 NG 0.7 158
Flame 6 7.85 31973 NG/CO2 0.8 58

Fig. 5 Normalized mean velocity vectors and normalized
shear stress for „a… Flow 1, „b… Flow 5, „c… Flame 1 and „d…
Flame 6
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formation of the weak recirculation zones in flames at higher Re is
now clear in the U profiles of Flames 4 and 5 where flow reversals
occur in the far field �x�80 mm�. A shift in the position of the
forward stagnation point �i.e., where U crosses zero� toward
smaller x with increasing Re is consistent with the trend shown by
the nonreacting profiles in Fig. 6�a�.

The features of the u� and v� profiles in Figs. 7�b� and 7�c�
show that the flames affect turbulence fluctuations in the post-
flame regions as well as in the reactants upstream of the flame
brushes. In the near field below the flame brushes �x�20 mm�,
the turbulence fluctuations are anisotropic as in the nonreacting
cases. Except for Flame 1 at the lowest Re we have investigated,
all the u� and v� profiles rise slightly toward the flame with the
increases more pronounced on the u� profiles. This type of flame
generated turbulence has been observed in other turbulent pre-
mixed flames and is associated with the pressure fluctuations due
to the fluctuating wrinkled flame fronts. Within the flame brushes
�20�x�40 mm�, both u� and v� profiles drop to lower levels
followed by increases in the postflame region �x�40 mm�. These
are considered small changes as the overall turbulence levels mea-
sured in the LSI flames are not significantly different than in the
corresponding nonreacting flow.

Turbulent Flame Speed and Similarity Features. The turbu-

lent flame speed ST is the most significant parameter for the low-
swirl combustion method because its flame stabilization mecha-
nism relies on this fundamental flame property. Although the
turbulent flame speed has been an important research topic, the
results reported in the combustion literature are very scattered and
not consistent because of the differences in experimental configu-
rations as well as the methods to extract the turbulent flame
speeds from the measurements. However, the definition of the
turbulent flame speeds from LSB and LSI is less ambiguous due
to its unattached flame brush that is locally normal to the approach
flow. The crucial turbulent flame speed for engineering develop-
ment of the LSB and LSI is the one measured at the centerline
because it is where the flame originates.

Our previous laboratory studies of the turbulent flame speed
using jet LSBs have resulted in a set of turbulent flame speed data
that show a linear correlation between the normalized parameter
u� /SL and ST /SL �9�. This linear behavior is quite unlike those
found in other systems such as expanding flames inside a com-
bustion chamber or in a Bunsen type conical flame. The flame
speed correlations derived for these systems deviate from linearity
and level off at high turbulence intensities. Although, this so-
called “bending effect” has been a subject of many studies, it does
not have a significant implication on their basic operation. How-
ever, if this bending effect occurs in low-swirl combustion sys-

Fig. 6 Axial profiles of the nonreaction flows Fig. 7 Axial profiles of the reacting flows
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tems, it would mean a downstream shift of the LSB flame with
increasing Reynolds number leading to eventual blowoff even for
flames near stoichiometry.

In Fig. 8, ST deduced from the PIV data for Flames 1–6 and
from the two flames reported by Johnson et al. �12� are compared
with the results reported in Ref. �9�. Also shown are data obtained
in two 5.08 cm diameter vane LSBs with center channels R=0.8
and R=0.6. The R=0.8 vane LSB has been used in two of our
previous studies �10,11�. For the LSB and LSI, ST can be defined
as the velocity normal to the leading edge of the flame brush.
From previous investigations using velocity �LDV� and scalar
�Mie scattering from oil aerosol� measurements �6�, it has been
shown that the flame’s leading edge corresponds to the position on
the centerline U profile where the velocity distribution deviates
from its initial linear decay. Therefore, the first inflection point on
the axial velocity profiles is a convenient marker for the leading
edge position of the flame brush and the velocity at that point is
ST.

The results in Fig. 8 show that despite the variations in burner
configuration, range of flow conditions, stoichiometry, and fuels
�ethylene, methane, and NG /CO2 blend�, ST in LSI and LSB has
an unequivocal linear correlation with u�. The only exceptions are
three outlying points from the jet-LSB. Otherwise, the inclusion
of the 20 new data points from the two LSBs and the LSI causes
only a small change in the empirical constant for the turbulent
flame speed correlation from 2.12 to 2.16. These results clearly
show that the two implementations of low-swirl combustion, i.e.,
tangential injection swirler and vane swirler, are compatible. More
importantly, they indicate that the linear behavior of the turbulent
flame speed is a characteristic combustion property central to the
operation of low-swirl combustion. Therefore, the measurement
and correlation of the turbulent flame speed is significant for
building a scientific foundation for further engineering develop-
ment of this combustion technology.

Additionally, the ability to sustain a stable flame strongly de-
pends on the characteristics of the divergent flow and how it
evolves with Reynolds number and responds to heat release. To
quantify these changes, two parameters have been extracted from
the centerline U profile. Figure 9 compares the normalized U /U0
profiles of Flow 4 and Flame 4 at Re�77,000. It can be seen that
the flame not only increases the mean axial aerodynamic stretch
rate ax representing the steeper slope of the linear velocity decline
region downstream of the LSI exit but also changes the position
where the flow divergence originates. The virtual origin x0 ob-
tained by linear extrapolation of the near field velocity distribution
provides a reference point for the divergent flow. Its physical rep-
resentation is similar to that of the forward stagnation point for a
fully developed recirculation bubble in a high-swirl flow.

The values of a and x0 obtained for Flows 1–5 and Flames 1–5
are shown in Fig. 10. In Fig. 10�a�, both sets of data show x0
decreasing with increasing Reynolds number to indicate a shift of
the divergent flow structure into the injector. This trend is analo-

gous to the recirculation bubble of a high-swirl flow moving
slightly upstream with increasing Reynolds number �15�. From
data obtained in a vane-LSB with R=0.8, we found that x0 even-
tually become insensitive to Reynolds number and this behavior is
also similar to that of a high-swirl recirculation bubble. The lev-
eling trends of x0 at higher values of Reynolds number in Fig.
10�a� strongly suggest that the structural shift of the divergent
flow will eventually cease.

The increases in ax due to combustion are shown in Fig. 10�b�
where the values for the flows are about −0.008 �1 /mm� and those
for the flames are about −0.017 �1 /mm�. Both sets of data show
that ax is not sensitive to Reynolds number and gives further
evidence that divergent flow structures remain the same despite
the changes in their positions. Moreover, the constant ax values
indicate that the mean velocity profiles have a high degree of
similarity in the near field. This can be seen in Figs. 11 and 12
when the U /U0 and q� /U0 profiles are plotted using x0 as the
origin. In Fig. 11�a� all the nonreacting flow data collapse onto a

Fig. 8 Turbulent flame speed correlation
Fig. 9 Definition of virtual origin x0

Fig. 10 Virtual origin x0 and axial stretch rate ax deduced from
the axial velocity profiles

021501-6 / Vol. 130, MARCH 2008 Transactions of the ASME

Downloaded 02 Jun 2010 to 171.66.16.107. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



consistent trend. The fact that the minimum points on the profiles
for the three flows with higher Re coincide at x−x0=130 mm
confirms that the overall structure of the divergent flow remains
unaltered. In Fig. 11�b�, the q� /U0 profiles collapse to a flat dis-
tribution to show that the turbulence is nondecaying and scales
directly with U0. The reacting profiles shown in Fig. 12�a� illus-
trate that the similarity behavior prevails in the near field of x
−x0�40 mm. Except for Flame 1 at a low Reynolds number, all
other flame positions, i.e., the locations where the profiles deviate
from linearity, cluster around x−x0=50 mm. This shows again
that the divergent flow structures in the reactants upstream of the
flame are consistent. In Fig. 12�b�, q� /U0 data are more scattered
than in the nonreacting flow but their overall trends are not sig-
nificantly different.

Radial Profiles. The normalized radial profiles obtained at x
=20 mm for Flows 1–5 and Flames 1–5 are shown, respectively,
in Figs. 13 and 14. These positions are within the reactants and the
profiles represent the flow features entering the flame brushes. In
Fig. 13�a�, all U /U0 profiles are characterized by relatively flat
velocity distributions generated by the center channel flow at
−20�r�20 mm. The two higher peaks flanking the flat regions
are produced by the swirl annulus. Although the locations of the
two peaks and their U /U0 values at the peaks are the same for all
cases, the mean values within the central region decrease with
increasing Re. This is associated with the shifting of the overall
structure of the divergent flow deeper into the injector. In contrast,
the V /U0 profiles in Fig. 13�b� collapse onto a consistent shape to
show that the radial velocity component V also exhibits similarity.
These V /U0 profiles have a linear region centered at r=0 charac-
teristic of flow divergence. The slope of the linear region indicates
a mean radial aerodynamic stretch rate ar of −0.0047 �1 /mm�.
This is about half of the axial stretch rate ax of −0.008 �1 /mm�
shown in Fig. 10�b�. This ratio is in accord with those of other

divergent flows such as that produced by flow impingement on a
stagnation plate. The q� /U0 profiles in Fig. 13�c� are similar and
show very high turbulent kinetic energies in the outer regions
when the swirling flow interacts with the ambient air.

For Flames 1–5, the features of the U /U0 profiles of Fig. 14�a�
are the same as those of the nonreacting flows of Fig. 13�a�. The
quantitative differences are a slight enlargement of the central flat
region accompanied by an overall lowering of the velocity levels,
and the two peaks shifting slightly outward. Similarity features are
also found on the V /U0 profiles in Fig. 14�b�. However, they have
a larger slope within the center region compared to the nonreact-
ing cases. The mean radial aerodynamic stretch rate ar deduced
from the linear region at the center is −0.0088 �1 /mm�. This value
is again about half of the axial aerodynamic stretch rate of −0.017
�1 /mm� showing that the overall features of the near field diver-
gent flows are not altered by combustion heat release. In Fig.
14�c�, the q� /U0 profiles show center regions where the turbu-
lence intensity remains uniform. It is due to this uniformity and to
the absence of steep mean velocity gradients with high shear
stresses that the LSI can sustain the weaker flames at very lean
conditions.

Flame With Low Wobbe Index Fuel. Flame 6 utilized a fuel
mixture of 50% NG and 50% CO2 to simulate the operation of the
LSI with medium heating value landfill gas. As discussed above,
at �=0.8 the laminar flame speed of Flame 6 is lower than that of
with the NG Flames 1–5 at �=0.7. However, the adiabatic flame
temperatures of the two mixtures are the same. The flow condi-
tions of Flame 6 are similar to Flame 1 with Re�31,000 and the
centerline profiles from the two flames are compared in Fig. 15.
Both U /U0 profiles in Fig. 15�a� have the same characteristic
feature. However, the locations of the points where they deviate
from the initial linear decline show that the flame brush of Flame
6 shifted slightly downstream compared to Flame 1. The turbulent

Fig. 11 Normalized nonreacting flow profiles shifted by x0 Fig. 12 Axial reacting flow profiles shifted by x0
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flame speed as indicated by the local minima is also lower.
The difference in the centerline U /U0 profiles of Flames 1 and

6 gives a clear demonstration of the self-adjusting flame stabiliza-
tion mechanism provided by the LSI. The lower laminar speed SL
for the Flame 6 mixture means that the flame has a lower turbulent
flame speed when subjected to the same turbulence intensity as for
Flame 1. The divergent flowfield allows the flame to shift to a
different position downstream where the local flow velocity
matches the lower turbulent flame speed. This demonstrates that
low-swirl combustion provides a robust mechanism that is depen-
dent primarily on the flame speed of the mixture and the charac-
teristics of the divergent flowfield. The mechanism is not highly
sensitive to the fuel constituents and compositions provided that
the premixed turbulent flame behaves as a propagating wave with-
out significant local quenching. Therefore, knowledge of the lami-
nar flame speed and better understanding of how the divergence
flow characteristics vary with swirler configurations will provide
the basic knowledge for engineering the LSI to accept fuels with
both high and low heating values.

The q� /U0 profiles of Fig. 15�b� are shown for completeness as

there are no significant differences between the two except for the
fact that Flame 6 has a slightly lower values of q� /U0 at the
leading edge of the flame brush. However, from Fig. 8 the ST and
u� deduced for Flame 6 are in excellent agreement with those of
the ethylene, methane and NG flames. Therefore, the turbulent
flame speed correlation equation should also be a useful empirical
input for fuel-flexible LSI designs.

Discussion
The features of the LSI near field shown by the PIV data exhibit

a high degree of similarity that can explain why the flame remains
stationary regardless of the flow velocity U0. We start by invoking
an equality for the axial velocity at the leading edge position of
the flame brush xf,

U0 −
dU

dx
�xf − x0� = ST �2�

where x0 is the virtual origin of the flow divergence as defined in
Fig. 9. Equation �2� simply states that the local velocity at xf
within a divergent flow with U0 and an axial stretch rate of dU /dx

Fig. 13 Nonreacting radial profiles at x=20 mm Fig. 14 Reacting radial profiles at x=20 mm
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is equal to the turbulent flame speed. From Fig. 8, we showed that
ST of the LSB and LSI increases linearly with the turbulence
fluctuation u� such that ST=SL+2.16u�. Substituting this correla-
tion into Eq. �2� and dividing both sides by U0 results in

1 −
dU

dx

�xf − x0�
U0

=
ST

U0
=

SL

U0
+

2.16u�

U0
�3�

On the LHS of Eq. �3�, dU /dx /U0 is the normalized axial diver-
gence rate ax. As shown in Fig. 10, it has a constant value of
−0.017 �1 /mm� due to similarity. On the far RHS of Eq. �3�,
SL /U0+2.16u� /U0—the contributions from the first term becomes
small for large U0 because values of SL for typical gaseous fuels
are from 0.1 m /s to 1.5 m /s. The second term on the RHS is the
dominating term that is a constant because u� is controlled by the
perforated plate and u� increases linearly with U0 according to
classic theory on turbulence production. For the current data set
Flames 1–5, SL is constant. Equation �3� indicates that changes in
their flame positions xf −x0 become progressively smaller when
U0 becomes large. This is clearly shown on Fig. 12�a� where
except for Flame 1 at low Re, all other values of xf −x0 are at
50 mm.

In Fig. 16, Eq. �3� is plotted using empirical values of
dU /dx /U0=ax=−0.017 �1 /mm�, u� /U0=0.1 for a range of SL

representing CH4/air flames of 0.6���1.0 �0.1�SL�0.5 m /s�
and H2/air flames near stoichiometry �1.0�SL�1.5 m /s�. It can
be seen that significant changes in flame position occur at U0
�10 m /s. For U0�10 m /s, all flame positions converge. This
expression explains why the flame remains stationary at typical
gas turbine flow velocities of up to U0=80 m /s. Equation �3� also
shows that the flashback occurs at velocities where the flame po-
sitions decrease rapidly to zero. This information will provide the
combustion engineers with a useful means to estimate flashback
and determine the minimum operating condition.

This analysis shows that laboratory experiment can provide
valuable insights to understand and explain the observations of the
LSI flame behavior at gas turbine conditions. Therefore, the de-

velopment of fuel-flexible LSIs will greatly benefit by further
laboratory investigations so that the LSI can be modified to ac-
commodate the variations in flame speeds and combustion prop-
erties. This should be a very cost-effective process because it does
not need extensive and elaborate developmental steps involving
computational fluid dynamics. Our next step will be to continue
with studying the current LSI using high and low heating value
fuels. The results will provide the information to further refine the
turbulent flame speed correlation to include the data from alter-
nate fuels and to quantify the relationships between the changes in
divergent flowfield characteristics, flame position, lean blowoff,
and emissions with the various combustion properties. From these
preliminary results, it will be possible to gain the insights needed
to vary the LSI design for burning a range of a variety of fuels
with a range of heating values.

Conclusions
A laboratory investigation has been conducted to characterize

the nonreacting and reacting flowfields produced by a preproduc-
tion ultralow emission LSI. The objective is to quantify and ana-
lyze the flow and flame structures to obtain the scientific under-
pinning for guiding the engineering development of the LSI for
fuel-flexible turbines. Using PIV, the distributions of the mean and
turbulent fluctuation velocities have been measured in NG flames
��=0.7� at five bulk flow velocities from 6.8 m /s to 23 m /s.
These conditions simulate the partial load conditions of a typical
gas turbine within a 3:1 turndown range. Also investigated are the
corresponding nonreacting flowfields. The feasibility of operating
this LSI with low heating value gases was also demonstrated by
firing with a simulated land fill gas consisting of 50% NG and
50% CO2.

The mean velocity vectors show that the overall structures of
the nonreacting and reacting flowfields are not highly sensitive to
changes in the flow Reynolds number Re. In the central near field
region, all flowfields exhibit the characteristic features of diver-
gent flows with the flow expanding radially and the axial velocity
declining linearly with increasing x. With combustion heat re-
lease, the discharge angle of the expanding flow increases slightly
but remains relatively invariant with Re. In the far field, the de-
velopment of a weak recirculation zone is shown by the appear-
ance of velocity troughs in the nonreacting flows and slight flow
reversals in the reacting flows.

The axial profiles were analyzed to determine the flame and
flow parameters significant to the flame stabilization mechanism.
The turbulent flame speeds ST obtained at the centerline of the NG
and simulated landfill gas flames are in excellent agreement with
the ethylene/air and methane/air flames from a LSB with a tan-

Fig. 15 Axial profiles of Flames 1 and 6

Fig. 16 Flame positions estimated for a range of SL using the
empirical parameters from experimental measurements
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gential air swirler and from two other vane LSBs. Collectively, all
the data show an unequivocal linear ST=SL�1+2.16u�� correlation
despite the variations in burner configuration, range of flow con-
ditions, stoichiometry, and fuels. This linear behavior is a unique
combustion characteristic of the LSI.

The axial mean aerodynamic stretch rates for the reacting and
nonreacting flows are not sensitive to Reynolds number. However,
the presence of the flame increases the axial stretch rate. The
virtual origins of the flow divergence were also extrapolated from
the axial profiles and show a consistent shift of the divergent flow
structure deeper within the LSI throat as Reynolds number in-
creases. However, the leveling trends of the virtual origins at
higher values of Reynolds number strongly suggest that the flow
structure shift will eventually cease.

The similarity features of the reacting flows and the nonreacting
flows were shown clearly by the normalized axial and radial pro-
files. The fact that both the radial mean aerodynamic stretch rates
are about half those of the corresponding axial mean aerodynamic
stretch rates indicates that the basic divergent flow structures are
not altered by combustion heat release.

The features of the LSI flowfield obtained by the PIV measure-
ments exhibit a high degree of similarity that explains why the
flame remains stationary despite changes in flow velocity. By in-
voking an equality for the axial velocity at the leading edge posi-
tion of the flame brush, an expression is obtained in terms of the
virtual origin, the normalized mean axial aerodynamic stretch rate,
and the turbulent flame speed correlation. Due to the similarity
behavior of the flowfields and the linear dependence of ST on
turbulence, the expression shows that under typical gas turbine
conditions of U0�10 m /s, the flame position is not sensitive to
changes in the laminar flame speed associated with changing sto-
ichiometry or fuel type.

This analysis shows that laboratory experiments can provide
valuable insights to understand and explain the operation of the
LSI at gas turbine conditions. Therefore, the development of fuel-
flexible LSIs will greatly benefit by further laboratory investiga-
tions so that the LSI can be modified to accommodate the varia-
tions in flame speeds and combustion properties.
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Nomenclature
a � normalized flow divergence �1 /mm�

Li � swirler recess distance
m=mc /ms � mass flux ratio

mc � mass flux through center channel
ms � mass flux through swirl annulus
q� � 2D turbulent kinetic energy=1 /2�u�2+v�2�1/2

Re � Reynolds number 2RiU0 /�
R=Rc /Ri � ratio of the center channel radius Rc to injector

radius Ri
r � radial distance

S � swirl number
SL � laminar flame speed
ST � turbulent flame speed

Tad � adiabatic flame temperature
U0 � bulk flow velocity
U � axial velocity
u� � axial rms velocity
v � radial rms velocity

uv � shear stress
x � axial distance from injector exit

xf � leading edge position of the flame brush
x0 � virtual origin of divergent flow
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Development and Application of
an Eight-Step Global Mechanism
for CFD and CRN Simulations of
Lean-Premixed Combustors
In this paper, the development of an eight-step global chemical kinetic mechanism for
methane oxidation with nitric oxide formation in lean-premixed combustion at elevated
pressures is described and applied. In particular, the mechanism has been developed for
use in computational fluid dynamics and chemical reactor network simulations of com-
bustion in lean-premixed gas turbine engines. Special attention is focused on the ability
of the mechanism to predict NOx and CO exhaust emissions. Applications of the eight-
step mechanism are reported in the paper, all for high-pressure, lean-premixed, methane-
air (or natural gas-air) combustion. The eight steps of the mechanism are as follows: (1)
oxidation of the methane fuel to CO and H2O, (2) oxidation of the CO to CO2, (3)
dissociation of the CO2 to CO, (4) flame-NO formation by the Zeldovich and nitrous
oxide mechanisms, (5) flame-NO formation by the prompt and NNH mechanisms, (6)
postflame-NO formation by equilibrium H-atom attack on equilibrium N2O, (7)
postflame-NO formation by equilibrium O-atom attack on equilibrium N2O, and (8) post-
flame Zeldovich NO formation by equilibrium O-atom attack on N2.
�DOI: 10.1115/1.2795787�

Introduction
Computational fluid dynamics �CFD� modeling of lean-

premixed gas turbine combustors has relied on the use of global
chemical kinetic mechanisms for the prediction of heat release.
This includes the use of mechanisms of one to four steps drawn
from the combustion literature, e.g., Refs. �1–4�. Most of the
mechanisms do not include a reverse step for carbon monoxide;
thus, it is difficult to obtain convergence of CO in the burnout
zone of the combustor, and the ability to predict CO exhaust emis-
sion is lost. Furthermore, the global mechanisms do not include
nitric oxide �NO� kinetics. Although CFD packages include post-
processing for NO, especially for thermal Zeldovich NO, the de-
tails of flame-formed NO are lacking. Flame-formed NO lies at
the heart of NOx and its control for advanced gas turbine engines
with single-digit emissions.

Our goal has been to develop a global mechanism that permits
the prediction of ppm emissions of CO and NOx as well as pro-
vides reasonable results for heat release and patterns for tempera-
ture and major species in the lean-premixed combustor. Focus is
on the industrial combustor. Thus, the pressure range of our
mechanism is 5–20 atm, and the inlet air temperature is set ac-
cordingly. The mechanism is valid for fuel-air equivalence ratios
�phi� from about 0.45 to 0.75 and for mean residence times from
slightly greater than blowout to full combustor time. The fuel is
methane or natural gas sufficiently high in methane so that it can
be reasonably simulated as methane.

The eight-step mechanism builds on a five-step mechanism we
previously developed �5�. The five-step mechanism used two NO
steps, one for the flame zone and one for the postflame zone, and
was restricted to single pressures, whereas the eight-step mecha-

nism has a variable pressure and five NO steps. Also, the database
used for the development of the five-step mechanism was smaller
than that used for the eight-step mechanism.

The balance of the paper is divided into the following sections:

• discussion of the key points about NO formation in lean-
premixed combustion, which uses results from our CFD
modeling of a generic can-type gas turbine combustor;

• development of the eight-step mechanism, including a dis-
cussion of the database used for obtaining the mechanism,
and a listing and explanation of the mechanism;

• application of the eight-step mechanism in CFD modeling
of an experimental bluff body combustor; and

• application of the eight-step mechanism in chemical reactor
network �CRN� modeling of a test rig gas turbine
combustor.

NO Formation in Lean-Premixed Combustion
Prior to discussing the development of the eight-step mecha-

nism, it is helpful to briefly review the formation of NO in lean-
premixed combustion. �Please note that the terms “NO formed”
and “NOx emitted” can be used interchangeably since a fraction
of the NO formed is oxidized to NO2 within the combustor and
engine. Thus, the computation of NO formed is equivalent to NOx
emitted.�

For this discussion, a generic, can-type, swirl-stabilized, air-
back-sided cooled, lean-premixed combustor for the industrial gas
turbine engine is assumed. A commercial CFD package �FLUENT

6.2� is used to solve a 2D, axisymmetric rendition of the combus-
tor. Details are given in the Ph.D. thesis of Novosselov �6�. The
upper, forward part of the combustor is shown in the CFD results
pictured below in Figs. 1�A�–1�H�. The eight-step mechanism pro-
vides the global reactions and rates. For each reaction step, the
slower of two rate choices is selected by the CFD: either the
chemical kinetic rate �as provided by the eight-step mechanism�
or the mixing controlled rate as calculated by the eddy breakup
model �7�. In this case, since the combustion is premixed, the
reactant-product eddy breakup rate, rather than the fuel-air rate, is
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selected. The first reaction step is significantly affected by this
choice; that is, the initial oxidation of the methane to water vapor
and CO tends to be mixing controlled in these combustors, except
in regions of intense shear. The oxidation of CO can experience
either kinetic or mixing control, though the tendency is kinetic
control. NO formation is kinetically controlled.

Figure 1�A� shows the velocity vectors, and Fig. 1�B� shows the
temperature contours of the combustor. Also seen is the flame
structure �Figs. 1�C� and 1�D��. Swirled air-fuel mixture exits the
main premixer injector shown above the centerline of the combus-
tor. The premixer injector is also solved in CFD. For the results
plotted in Figs. 1�A�–1�H�, a uniform fuel-air ratio is assumed

Fig. 1 CFD solutions for the generic, can-type, lean-premixed, gas turbine combustor. Upper, forward section of combustor
shown. Flow is from left to right. Injectors are at the left side. Pilot injector is shown on the centerline. Weak pilot case: 50% of
neutral pilot. The main premixer injector is located above the centerline.
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across the premixer. Centrifugal force pulls the premixed stream
radially outward after it leaves the premixer, and the mixture is
ignited by mixing with the recirculation zones: mainly with the
large on-axis recirculation zone but also by the smaller dome re-
circulation zone. The methane destruction rate �Fig. 1�C�� and the
CO concentration �Fig. 1�D�� indicate the location of the flame
zone; this is the main region of nonequilibrium chemical reaction.
This combustor operates very lean: the phi of the main premixer
injector is 0.475, and that of the centerline pilot �which is pre-
mixed� is taken as 1

2 of this �i.e., 50% pilot is assumed in this
case�. This results in a relatively low peak temperature: 1710 K.
The pressure is 16 atm.

Figures 1�E�–1�H� show how and where the NO forms. Under
the conditions represented, about 50% of the NO forms via the
Zeldovich and nitrous oxide mechanisms within the flame zone
�Fig. 1�E�� and about 25% forms in the flame zone by the prompt
and NNH mechanisms �Fig. 1�F��. The mechanisms are listed in
Table 1. The lumping of mechanisms together is done on the basis
of where they are active in the flame zone: the prompt-NNH NO
forms earlier in the flame zone than the Zeldovich-nitrous oxide
NO. Furthermore, the prompt-NNH NO has the greatest maxi-
mum rate. However, since its region of impact is not as large as
the Zeldovich-nitrous oxide NO, its contribution is about one-half
that of the Zeldovich-nitrous oxide NO. The NO formed within
the flame zone is termed nonthermal in order to distinguish it from
thermal NO formed in the postflame zone, which assumes that the
free radical species such as O atom, H atom, and OH radical are at
a local thermochemical equilibrium condition. In the flame zone,
however, the free radicals are at significantly greater concentra-

tions, termed nonequilibrium or superequilibrium. This drives the
rates of NO formation to high levels within the flame zone. Thus,
it is important to maintain the flame zone as thin as practically
feasible in order to curtail NO formation in a single-digit emission
lean-premixed combustor. Globalizing the Zeldovich and nitrous
oxide reactions into one step for the flame zone and the prompt
and NNH reactions into another step is shown in the next section.

The NO formation is brought to 100% by noting that 25% is
formed by the thermal steps in the postflame zone of the combus-
tor �Figs. 1�G� and 1�H��. Although the maximum rates of
thermal-NO formation are two to three orders of magnitude less
than the maximum rates of NO formation within the flame zone,
since the postflame expanse of the thermal-NO formation is large
relative to the flame zone, its contribution sums up to about 25%.
Figure 1�H� shows the thermal Zeldovich NO, which is the text-
book method of calculating NO formation, e.g., see Ref. �8�.
However, under the present conditions, there is a second essen-
tially equal contributor to postflame thermal NO: thermal nitrous
oxide NO �Fig. 1�G�� which assumes that N2O and O, both at
local equilibrium concentration, react to form NO.

Development and Explanation of the Eight-Step Mecha-
nism

The database used to generate the eight-step mechanism began
with two high-pressure jet stirred reactor �JSR� experiments, one
at the University of Washington by Rutar-Shuman �9� for pres-
sures up to 6.5 atm and the other at the Swiss Federal Institute of
Technology by Bengtsson �10� for pressures up to 20 atm. The
fuel in each study was methane. Rutar and Malte �11� compared
both sets of experiments to simple CRN modeling, assuming two
perfectly stirred reactors �PSRs� in series for the JSR of Rutar and
a PSR followed by a plug flow reactor �PFR� for the JSR of
Bengtsson. The GRI 3.0 mechanism �12� was used for both JSRs.
The volume of PSR1 relative to that of PSR 2 of the Rutar JSR
depended on the experimental Damkölher number. For the
Bengtsson JSR, the PSR and PFR volumes were fixed as 88% and
12%, respectively, of the total reactor volume. Experimental tem-
peratures were used. The modeling results were found to compare
very favorably with the experimental results for CO, NOx, and
N2O. The modeling also provided estimates of the free radical
concentrations within the reactors and permitted the measured
NOx to be interpreted in terms of the four contributing mecha-
nisms �Table 1�.

Novosselov �13� extended the database by running a wide range
of lean-premixed combustion conditions, all for methane fuel, us-
ing CRNs �i.e., CRN modeling�. The pressure was selected from
5 atm to 20 atm. The inlet air temperature was set assuming a
compression from 1 atm and 15°C to the pressure of interest
through a compressor of 85% efficiency. The chemical reactors
and residence times used are catalogued in Table 2. This process
yielded a large computer-generated database.

From these CRN computer runs, the results of value for devel-
oping the eight-step global mechanism are the following:

• temperature: T �K�,
• concentrations �kmol /m3� of major species and OH: CH4,

CO, CO2, O2, H2O, OH, and N2,
• concentrations �kmol /m3� of species involved in NO forma-

tion �see Table 1�: CH, N2O, NNH, O, and H, and
• rates �kmol /m3 s� of CH4 and CO oxidation, and dissocia-

tion of CO2.

The elemental rate data for Rxn’s 1, 5, 6, 7, and 10 in Table 1
are also required. The data are taken from GRI 3.0. Although Rxn
11 has recently received attention in the literature, e.g., Ref. �14�,
it is not included in this development since it is not part of GRI 3.0.

Step 1 in the eight-step mechanism is the oxidation of methane.

Table 1 NO mechanisms and formation rates for lean-
premixed combustion

Zeldovich mechanism

Rxn 1 N2+O⇒NO+N
Rxn 2 N+O2⇒NO+O
Rxn 3 N+OH⇒NO+H
Rate d�NO� /dt=2k1�N2��O�

Nitrous oxide mechanism

Rxn 4 N2+O+M ⇒N2O+M
Rxn 5 N2O+O⇒NO+NO
Rxn 6 N2O+H⇒NO+NH
Note Under a lean-premixed combustion, quantitative

oxidation of NH to NO is assumed.
Note Several reactions �6�, not shown here, convert

N2O back to N2.
Rate d�NO� /dt=2k5�N2O��O�+2k6�N2O��H�

Prompt NO

Rxn 7 N2+CH⇒HCN+N
Note Under a lean-premixed combustion, quantitative

oxidation of HCN and N to NO is assumed.
Note N reacts to NO by Rxn’s 2 and 3.
Rate d�NO� /dt=2k7�N2��CH�

NNH mechanism

Rxn 8 N2+H⇒NNH+H
Rxn 9 N2+H+M ⇒NNH+M
Rxn 10 NNH+O⇒NO+NH
Rxn 11 NNH+O⇒N2O+OH
Note As noted above, the oxidation of NH to NO is

assumed quantitative
Note Several reactions �6�, not shown here, convert

NNH back to N2.
Note The NO rate for the NNH chemistry does not

include Rxn 11.
Rate d�NO� /dt=2k10�NNH��O�
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The stoichiometry is expressed by the following chemical equa-
tion, and the CRN solutions provide the database for the CH4 loss
rate �oxidation rate� R1:

CH4 + 3/2O2 ⇒ CO + 2H2O

When evaluating the loss of hydrocarbon material in the CRN,
our methodology is to include methyl radical �CH3� with the CH4.
For most cases, other hydrocarbon containing species in the com-
bustion field are negligibly small compared to CH4 and CH3. �The
global mechanism has not yet been designed to consider sub-ppm
levels of formaldehyde.�

Step 2 is the oxidation of CO. The stoichiometry is expressed
by the following chemical equation, and the CRN solutions pro-
vide the database for the CO loss rate �oxidation rate� R2:

CO + 1/2O2 ⇒ CO2

At the elemental level, this step occurs principally by the forward
rate of the reaction

CO + OH ⇔ CO2 + H

Step 3 is the dissociation of CO2. The stoichiometry is ex-
pressed by the following chemical equation, and the CRN solu-
tions provide the database for the CO2 loss rate �dissociation rate�
R3:

CO2 ⇒ CO + 1/2O2

At the elemental level, this step occurs principally by the reverse
of the reaction: CO+OH⇔CO2+H.

Step 4 is the major lumped route to flame-NO formation: the
Zeldovich and nitrous oxide mechanisms operating within the
flame zone. The stoichiometry is expressed by the following
chemical equation:

N2 + O2 ⇒ 2NO

The rate of NO formation is found from the CRN database per
rates of Table 1. This gives the step-4 rate as:

R4 = 2k1�N2��O� + 2k5�N2O��O� + 2k6�N2O��H�
Step 5 is the second lumped route to flame-NO formation: the

prompt and NNH mechanisms operating within the flame zone.
The stoichiometry is again expressed by the chemical equation:
N2+O2⇒2NO.

The rate of NO formation is found from the CRN database per
rates of Table 1. This gives the step-5 rate as

R5 = 2k7�N2��CH� + 2k10�NNH��O�

The species concentrations and temperatures required for R4
and R5 are provided by the CRN solution.

So far, a large database of global rate data for R1–R5 has been
generated. This could be used via a look-up-table methodology in

CFD computations. However, the goal here is to obtain global rate
expressions for each of the five steps. This is explained after the
three remaining steps of the mechanism are developed. The re-
maining steps �6–8� cover thermal-NO formation; thus, they de-
pend on equilibrium thermochemistry. These steps only involve
the Zeldovich and nitrous oxide mechanisms, since only these
survive into the postflame zone. Furthermore, the thermal effect is
subtracted from step 4 so that double counting does not occur. In
all of these steps, the stoichiometry is expressed by the chemical
equation from above: N2+O2⇒2NO.

Step 6 accounts for H-atom attack on N2O, where both the H
atom and N2O are assumed to be at local equilibrium concentra-
tion. Thus, the rate is

R6 = 2k6�N2O�e�H�e

�N2O�e is expressed in terms of �N2� and �O2� and the equilibrium
constant between N2O, N2, O2, and �H�e is expressed in terms of
�H2O� and �O2� and the equilibrium constant between H, H2O,
and O2. The result of these manipulations, leading to the rate
expression used, is given in Table 3. �Strictly, the N2, O2, and
H2O should also be denoted as equilibrium concentrations, but
under lean-premixed postflame conditions, the difference between
equilibrium and kinetic values for these major species is small.�

Step 7 accounts for O-atom attack on N2O, where both the O
atom and N2O are assumed to be at local equilibrium concentra-
tion. Thus, the rate is

R7 = 2k5�N2O�e�O�e

�O�e is expressed in terms of �O2� and the equilibrium constant
between O and O2. The result of the manipulations, leading to the
rate expression used, is given in Table 3. Step 7 augmented by
step 6 represents thermal nitrous oxide NO.

Step 8 accounts for O-atom attack on N2, where the O atom is
assumed to be at local equilibrium concentration. Additionally,
N-atom steady-state is assumed valid, and the reverse rates of the
Zeldovich mechanism are assumed negligible �which is clearly
valid for lean-premixed combustion�. This is textbook thermal
Zeldovich NO �e.g., see Ref. �8��. The rate is

R8 = 2k1�N2��O�e

The result of the manipulations, leading to the rate expression
used, is given in Table 3.

The general equation used for the global reaction rates, R1–R5,
is

R = 10n+mP�A�a+xP�B�b+yP�C�c+zP exp�− �Ta + Ta1P�/T�

where Ta+Ta1P is the activation temperature �K�, T is the com-
bustion temperature �K�, � � is the species concentration
�kmol /m3�, P is the pressure �atm�, and R is the reaction rate

Table 2 CRN schemes and residence times used in developing the eight-step mechanism

Reactor schemes �adiabatic�
CH4

oxidation
CO

oxidation
CO2

dissociation
Flame NO by

Zeldovich & N2O
Flame NO by

prompt & NNH

PSR: blowout to 3 m X X X X X

PSR at blowout+PSR to 3 ms X X X X

PSR from blowout to 3 ms+PFR to 3
ms

X

PSR from blowout to 3 ms+PFR
approaching CO⇔CO2 equilibrium

X X

PSR from blowout to 3 ms+PFR with
air addition approaching CO⇔CO2
equilibrium

X X
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�kmol /m3 s�. n, m, a, b, c, x, y, z, Ta, and Ta1 are coefficients and
parameters to be determined.

Regression analysis on the CRN database is performed to ob-
tain the global rate expressions for R1–R5. Following the selection
of the species dependences for each global rate, the natural loga-
rithm of the global rate expression is written, and then least
squares analysis is conducted to obtain the coefficients and param-
eters. The global rate expressions that give the best agreement to
the CRN database are listed in Table 3 below. As a surrogate for
the flame free radicals, CO is used �see Polifke et al. �15��. R1, R2,
R4, and R5 depend on �CO�. As expected, R1 �methane oxidation�
also depends on �CH4� and �O2�. R2 �CO oxidation� also depends
on �H2O� and �O2� because of the importance of the hydroxyl
radical in the elementary chemistry. R3 �CO2 dissociation� is
found to depend only on �CO2�. Fine tuning of R2 and R3 has been
conducted so that the CO⇔CO2 equilibrium can be obtained in
the burnout zone of the combustor. The best fits for both flame-
NO steps �R4 and R5� depend on �CO� as a surrogate for the free
radical chemistry and on �O2�.

Figure 2 provides an example of an agreement between a global
rate expression and the CRN database. In this case, R5 is plotted

�note: CH mechanism means prompt mechanism�. As shown in
Table 2, this case used the single-PSR and two-PSRs-in-series
CRN schemes. Postflame CRN schemes were not used because
CH and NNH do not survive the flame. Typically, expect for a few
outlying points at low rates, the agreement is very good. Although
developed for methane combustion, steps 2–8 should be valid
when other gaseous fuels are burned in lean-premixed combustion
turbines. However, the mechanism is not valid for 1 atm combus-
tion, for which free radical concentrations increase. See Nicol
et al. �5� for a 1 atm global mechanism for lean-premixed meth-
ane oxidation with NO formation.

Application to Bluff Body Combustor
The high-pressure, lean-premixed, methane-fired, bluff body

combustor of Bucher et al. �16� is modeled with CFD and the
eight-step global mechanism. Figure 3 shows the cross-sectional
area of the actual combustion chamber viewed from the exit
plane, where the gas sampling probe is located. Two-dimensional

Table 3 Eight-step global mechanism for a lean-premixed combustion in industrial gas turbine
engines „note: Rxn 5: log=log base 10…

CH4+3 /2O2⇒CO+2H2O
R1=1013.354−0.004628P�CH4�1.3−0.01148P�O2�0.01426�CO�0.1987 exp�−�21,932+269.4P� /T�

CO+1 /2O2⇒CO2

R2=1014.338+0.1091P�CO�1.359−0.0109P�H2O�0.0912+0.0909P�O2�0.891+0.0127P exp�−�22,398+75.1P� /T�

CO2⇒CO+1 /2O2

R3=1015.8144−0.07163P�CO2�exp�−�64,925.8−334.31P� /T�

N2+O2⇒2NO �flame NO by Zeldovich and nitrous oxide mechanisms�
R4=1014.122+0.0376P�CO�0.8888−0.0006P�O2�1.1805+0.0344P exp�−�46,748+126.6P� /T�

N2+O2⇒2NO �flame NO by prompt and NNH mechanisms�
R5=1029.8327−4.7822 log�P��CO�2.7911−0.04880P�O2�2.4613 exp�−�61265+704.7P� /T�

N2+O2⇒2NO �thermal NO by H-atom attack on N2O�
R6=1014.592�N2��H2O�0.5�O2�0.25T−0.7 exp�−69158 /T�

N2+O2⇒2NO �thermal NO by O-atom attack on N2O�
R7=1010.317�N2��O2� exp�−52861 /T�

N2+O2⇒2NO �thermal NO by O-atom attack on N2�
R8=1014.967�N2��O2�0.5T−0.5 exp�−68899 /T�

Fig. 2 Comparison of R5 by a global rate expression of Table 3
„y axis… versus rates computed by GRI 3.0 „x axis…

Fig. 3 View of the bluff body combustor from the exit plane.
Shown is the gas sampling probe.
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CFD simulations of the combustor are shown in Figs. 4�a�–4�d�.
Premixed methane and air enter at the left of Figs. 4�a�–4�d�, flow
through the channel along the top of the bluff body �the bottom
channel is not modeled�, enter the combustion chamber, and cre-
ate a large recirculation zone at the base of the bluff body �as
indicated by the region of low velocity magnitude in Fig. 4�a��.
The blockage ratio created by the bluff body is 0.63. The inlet air
temperature and pressure are 678 K and 14.3 atm, respectively,
and the nominal air mass flow rate is 1.08 kg /s.

The air is split between the main air �that is, the premixer air�
and the combustor wall cooling air. Impingement/effusion cooling
is used. Bluff body cooling air is drawn from the main air. Most of
the methane is premixed into the main air well upstream of the
channels running along the bluff body �see Bucher et al. �16��.
Additionally, a few percent of the methane is injected via small
jets located at the corners of the bluff body. Although the eight-
step mechanism has not been designed to model stoichiometric
�and near-stoichiometric� combustion of fuel jets, the impact of
using the eight-step mechanism outside of its range is very small
in this case because of the small percentage of pilot fuel burned.

The two-dimensional CFD simulations �Figs. 4�a�–4�d�� of the
upper half of the combustor extend from combustor inlet to outlet.
The position of the flame zone is best indicated in Fig. 4�b�, as the

temperature rapidly increases from that of the fuel-air mixture up
to combustion temperature, and in Fig. 4�c�, as the zone of peak
CO concentration. This is one of the leaner cases treated: premixer
phi is 0.59. The CFD indicates a flame zone starting near the bluff
body corner and extending to the upper wall. Significant CO
�1–2% by mole� is computed in the flame zone. At the exit plane,
the CFD indicates a large CO concentration near the wall �because
of the leanness of this case, the wall CO at the exit appears to be
caused by effusion air quenching of flame CO�. This CO falls
rapidly as the wall region is departed. Nitric oxide is found spread
across most of the combustor vertical dimension, though the con-
centration is greatest in the center and falls to zero at the air
cooled wall �see Fig. 4�d��.

Maximum NO formation rate occurs in the flame zone. Peak
flame-NO rates are 2.2�10−3 kmol /m3 s by step 4 and 1.8
�10−4 kmol /m3 s by step 5. Peak thermal-NO rates in the post-
flame zone are 2.6�10−5 kmol /m3 s by step 7 and 3.5
�10−5 kmol /m3 s by step 8.

The CFD modeling of the bluff body combustor is performed
with the assumptions and conditions listed in Table 4.

When modeling the combustor in two dimensions rather than in
three dimensions, it is necessary to make adjustments in the wall

Fig. 4 CFD solutions for the bluff body combustor: methane fuel, 0.59 pre-
mixer phi, 14.3 atm pressure, and 678 K inlet air temperature.
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cooling. Effusion slots are modeled rather than effusion holes.
Since there are no sidewalls in the 2D modeling, only two sur-
faces receive cooling air: most of the cooling air acts on the top
surface of the combustor �the bottom surface is not modeled�,
while a smaller amount is used to cool the base of the bluff body.
Unless the ratio of cooling air to main air is reduced, too much air
will cool the top surface and possibly quench the flame. This
reduction in cooling air acts to maintain the phi of the flame zone
to that of the actual combustor, but increases the phi of the post-
flame zone and the overall phi of the modeled combustor.

Modeling and measurement of CO are compared in Fig. 5.
When the premixer phi is less than 0.63, the CFD-area-average
CO is considerably greater than the CFD-centerline CO. This is
the situation depicted in Fig. 4�c�. For greater premixer phi’s,
however, and thus for greater combustion temperatures, the two
CFD CO results converge, and then for the highest phi run, the
centerline CO exceeds the area-average CO. Now, CO is caused
by the dissociation of CO2, leading to enhanced CO in the hot
gases found in the center of the combustor. For the highest phi’s,
the CO emission is thermodynamically controlled, whereas at the
lower phi’s, it is kinetically controlled.

For the leanest phi’s, the experimental CO is seen to lie at about
1 /3 “height” between the centerline CFD result �which is very

small� and the area-average CFD result �which is significantly
influenced by the large amount of CO near the upper wall�. This
suggests the following relation for weighting the CFD results to
the probe:

COprobe � 0.7COcenter + 0.3COaverage

Novosselov �6� finds similar coefficients by considering diffu-
sion of gas from the combustor wall toward the probe.

For the highest phi’s examined, experimental CO is about
25 ppmv �dry 15% O2�, whereas the CFD results are in the
50–80 ppmv range �dry 15% O2�. Very likely, the difference is
caused by enhanced dissociation of CO2 in the postflame zone of
the 2D CFD combustor, which as argued above may run hotter
than the experimental combustor. Additionally, the opportunity for
oxidation of the experimental CO cannot be ruled out as the hot
combustion gases are drawn into the sampling probe and dwell
there.

The comparison of modeling and measurement of NOx is
shown in Fig. 6. The measured NOx of Bucher et al. �16� is seen
to increase smoothly from 8–10 ppmv �dry 15% O2� at the lean-
est case �phi of 0.56� up to 30 ppmv �dry 15% O2� at the highest
phi plotted �0.69�. As shown first by Bucher et al. �16�, the ex-
perimental NOx can be modeled closely using the correlation of
Leonard and Stegmaier �17�. Leonard and Stegmaier operated a
porous-plate burner over a wide range of lean-premixed condi-
tions �including elevated pressures� up to about 10 ppmv NOx
�dry 15% O2� and 1950 K, and showed NOx emission correlating
well with a single variable: adiabatic equilibrium flame tempera-
ture. This approach is used in deriving the L&S curves in Fig. 6.
For “L&S high,” the front-end phi �which is based on the pre-
mixer phi plus the small corner jets’ fuel�, inlet air and fuel tem-
peratures, and pressure are used to calculate the adiabatic equilib-
rium flame temperature. Then, the NOx is determined from the
Leonard and Stegmaier straight-line fit, of the following form:

ln�NOx� = a + bT

For “L&S low” in Fig. 6, the front-end phi is adjusted by add-
ing cooling air from the top wall, up to the point where the flame
approaches the wall. The effect of this is to decrease the flame
temperature and the L&S NOx. The L&S NOx curves are trun-
cated once they exceed the range of the Leonard and Stegmaier
NOx database.

Figure 6 also shows the CFD generated NO results. The proce-
dure is the same as that used for CO: that is, the centerline and
area-average 2D CFD results for NO are generated. These values
are then multiplied, respectively, by 0.7 and 0.3 and added to give

Table 4 Modeling assumptions and boundary conditions for
the bluff body combustor

Computational
domain

2D unstructured grid with
110,000 cells

Solver Segregated RANS with
species transport and
volumetric reactions

Turbulence closure Reynolds stress model

Convergence scheme Second order �QUICK�

Pressure velocity
coupling

Pressure implicit splitting of
operators �PISO�

Wall treatment Standard wall function

Heat loss Convection and radiation heat
transfer for top wall

Radiation heat transfer Discrete ordinate �DO� model

Chemical kinetic rates Eight-step mechanism

Chemical mixing rates Eddy breakup rates

Fig. 5 CFD results for CO in comparison to measurements for
the bluff body combustor

Fig. 6 CFD results for NO in comparison to measurements for
the bluff body combustor Calculations of Leonard and Steg-
maier NOx also plotted.
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the probe NO. The CFD-probe NO is significantly less sensitive to
the choice of the coefficients �so long as they add to 1� than the
case of CO for the lean mixtures.

The CFD results in Fig. 6 also include the effect of turbulent
fluctuations on NO formation. This follows from a separate CFD
study of lean-premixed combustion using PDF modeling �Novos-
selov �6��, from which it is deduced that for the leanest phi’s an
additional 20–25% NO could form, and for the highest phi’s the
increase could be 10–15%. This implies a greater impact of tur-
bulent fluctuations and, thus, a larger correction to the steady-
state NO for flame NO than for thermal NO in lean-premixed
combustors.

Two sets of CFD NO results are plotted in Fig. 6: the upper one
for all NO steps included and the lower one with the thermal-NO
steps removed.

The following observations are drawn.

• The 2D CFD-simulated NO, using all steps, shows a reason-
ably close agreement to the experimental NOx when the
premixer phi is less than about 0.63.

• For the highest values of phi examined, the CFD, using all
steps, overpredicts the measured NOx. The overprediction is
in the thermal NO, presumably because the postflame
zone of the 2D combustor may run hotter than the actual
combustor.

• The CFD solution with the thermal-NO steps removed,
forming only flame NO by steps 4 and 5, shows a good
agreement with L&S low over the range of validity of the
Leonard and Stegmaier NOx.

Application to Gas Turbine Combustor
Above, we showed CFD results for a generic, lean-premixed,

gas turbine combustor. In that modeling, a 2D structured grid of
31,000 cells was used. The Reynolds stress turbulence closure
model with a quadratic pressure strain was used; other conditions
were similar to those listed in Table 4 for the bluff body
combustor.

Additionally, lean-premixed, engine test rig combustors have
been modeled by multiple-element CRN models. The develop-
ment of a 31-element CRN for an annular test rig combustor with
air-back-side cooling is reported in the 2006 paper by Novosselov
et al. �18�. The development of the 31-element CRN is based on a
3D CFD solution of a sector of the annular combustor. The CFD
solution provides insight and information useful for selecting the
size and nature of the CRN elements and mass exchange between
the elements. The CRN can treat either uniform or nonuniform
fuel-air ratio profiles at the premixer-injector outlet and takes into
account velocity nonuniformity at the premixer outlet. It can also
treat premixed pilot flames. The 3D CFD uses the eight-step
mechanism. On the other hand, the CRN is capable of quickly
running either a full chemical kinetic package �GRI 3.0 in this
study� or a global mechanism �the eight-step global mechanism in
this study�.

The 3D CFD solutions have been used mainly to guide the
CRN development, whereas the CRN output contains the infor-
mation useful for a comparison of the eight-step predictions of CO
and NOx to those of full GRI 3.0 solutions and the engine test rig
data.

Table 5 shows the CO comparison and Fig. 7 shows the NOx
comparison. The eight-step mechanism shows a very good agree-
ment to the full GRI 3.0 mechanism for CO and NOx emission
calculations when applied to the industrial gas turbine combustor
through the 31-element CRN. The slightly greater amount of NOx
�actually NO� obtained with the eight-step mechanism is the result
of a slightly higher combustion temperature obtained with the
global chemistry compared to GRI 3.0. That is, the full mechanism
has somewhat more endothermicity that is lacking in the global
mechanism. This deficiency can be overcome easily by adding a
small amount of an inert species to the methane used with the

global mechanism. Both mechanisms show a very good agree-
ment to the NOx measured for the engine test rig combustor. This
provides confidence in the 31-element CRN, which was the ob-
jective of the paper by Novosselov et al. �18�, and confidence in
the eight-step mechanism, which is the purpose of the current
paper.

Conclusions
In this paper, the development of the eight-step mechanism for

methane oxidation with flame and postflame-NO formation for
lean-premixed, high-pressure combustion is explained. The eight
steps are given. In addition to the dominance by flame NO, a
thermal nitrous oxide step is shown to form essentially equal
amounts of NO to thermal Zeldovich NO in the postflame zone.
The range of validity of the eight-step mechanism is 5–20 atm
pressure, air inlet temperature corresponding to compression to
this pressure range, and 0.45–0.75 phi. Combustors with pilot
flames of phi somewhat greater than 0.75 have been modeled with
the mechanism, but since this is outside of the development range,
the percentage of pilot fuel burned should be small; otherwise,
inaccuracies may occur in the computed NOx emission. Two gas
turbine lean-premixed combustors, one a virtual generic combus-
tor and the other an engine test rig combustor, have been modeled
with the eight-step mechanism using both CFD and CRN tech-
niques. CFD modeling of the generic combustor is used to show
how and where NO forms in a single-digit NOx combustor. Mod-
eling of the test rig combustor shows a very good agreement to the
measured CO and NOx, especially the NOx. This provides confi-
dence in the eight-step mechanism. A bluff body combustor is also
modeled in CFD using the eight-step mechanism, with modeling
results comparing favorably to the measurements of CO and NOx.
Nonetheless, this combustor has presented a challenge when com-
paring modeling with measurement because of the nonuniformity
of the exit plane gas composition.

Topics for future work include the application of the eight-step
mechanism to other databases for lean-premixed combustion and

Table 5 Comparison of CO emissions for test rig combustor
running lean premixed †18‡

Pilot level 35–185% of neutral
GRI 3.0 in CRN 1.82�0.03 ppmv �dry 15% O2�
8-step in CRN 1.96�0.03 ppmv �dry 15% O2�

The CO emissions measured for the engine test rig are within
a few ppmv of the CRN calculations.

Fig. 7 Comparison of modeled and measured NOx for the en-
gine test rig combustor. NOx emission is normalized by test rig
emission for the neutral pilot. At neutral, the pilot has the same
phi as the main premixer.
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the development of the mechanism for alternative gaseous fuels of
interest for gas turbine engines, including natural gas high in
NMHC, LNG, syngases, and syngases and hydrogen blended with
natural gas.
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Vortex Breakdown in Swirling
Fuel Injector Flows
It is well known that the process of vortex breakdown plays an important role in estab-
lishing the near-field aerodynamic characteristics of fuel injectors, influencing fuel/air
mixing and flame stability. The precise nature of the vortex breakdown can take on
several forms, which have been shown in previous papers to include both a precessing
vortex core (PVC) and the appearance of multiple helical vortices formed in the swirl
stream shear layer. The unsteady dynamics of these particular features can play an
important role in combustion induced oscillations. The present paper reports an experi-
mental investigation, using particle image velocimetry (PIV) and hot-wire anemometry, to
document variations in the relative strength of PVC and helical vortex patterns as the
configuration of a generic fuel injector is altered. Examples of geometric changes that
have been investigated include: the combination of an annular swirl stream with and
without a central jet; variation in geometric details of the swirler passage, e.g., alteration
in the swirler entry slots to change swirl number, and variations in the area ratio of the
swirler passage. The results show that these geometric variations can influence: the axial
location of the origin of the helical vortices (from inside to outside the fuel injector), and
the strength of the PVC. For example, in a configuration with no central jet (swirl
number S=0.72), the helical vortex pattern was much less coherent, but the PVC was
much stronger than when a central jet was present. These changes modify the magnitude
of the turbulence energy in the fuel injector near field dramatically, and hence have an
important influence on fuel air mixing patterns. �DOI: 10.1115/1.2799530�

Introduction
Although vortex breakdown was first observed in a study of

delta wing leading edge aerodynamics �Peckham and Atkinson
�1�, the relevance to the highly swirling flows produced by gas
turbine combustion system fuel injectors soon became apparent
�e.g., Gupta et al. �2��. The term vortex breakdown refers to: “an
abrupt and drastic change in flow structure which is characterised
by a sudden axial deceleration that occurs above a certain level of
swirl, leading to the formation of a free stagnation point followed
by a separation region with turbulence behind it,” Wang and Ru-
sak �3�. Because of the complex nature of the phenomenon and its
significance for several important engineering applications, it has
received considerable attention in the literature for the last 50
years, covering experimental, theoretical, and computational in-
vestigations. Two comprehensive reviews have been produced by
Escudier �4� and Lucca-Negro and O’Doherty �5�. Nevertheless,
there is still no general theory of vortex breakdown or agreement
on its fundamental nature.

Experimentally, Sarpkaya �6� and Leibovich �7� discovered
seven distinct types of vortex breakdown; however, in turbulent
flows only two, the spiral and bubble modes, were observed. Sar-
pkaya �6� also showed that the effect of an adverse axial pressure
gradient was to move the vortex breakdown further upstream, or if
extreme enough, even to initiate it. In addition to the appearance
of a recirculation region in the bubble mode, evidence has been
gathered that vortex breakdown can display strongly time-
dependent characteristics, whereby the recirculation zone itself
becomes unstable and starts to precess about its own axis �a pre-
cessing vortex core �PVC�, Syred and Beer �8��. Finally, an im-
portant concept that appears in most explanations of vortex break-
down is the idea of “criticality” �Benjamin �9��, i.e., whether the

flow axial velocity is, throughout the flow, greater than the phase
velocity of longitudinal inertial instability waves �supercritical�, or
less than this �subcritical�. In the latter case, a mechanism exists
whereby the downstream conditions may affect the upstream flow.
Indeed, perhaps a useful analogy for the occurrence of vortex
breakdown is that it allows a supercritical flow to transition to a
subcritical one, so that it may then gradually adjust to downstream
conditions, in the same way that a supersonic flow requires a
shock wave to be formed, so that a subsonic flow is created that
can then sense the downstream pressure field. It is for this reason
that care has to be taken in both experimental and numerical stud-
ies of vortex breakdown to pay attention to the region of influence
of downstream conditions. Escudier et al. �10� have recently
shown the importance of this for highly swirling flows down-
stream of a nozzle or orifice.

The significance of vortex breakdown for the design of gas
turbine fuel injectors that employ high swirl for flame stabilization
reasons is well known. Li and Gutmark �11�, in measurements on
a triple annular swirler typical of future fuel lean module injec-
tors, have shown that the dynamics of vortex breakdown cause
interactions between vortical structures in the flow associated with
breakdown and acoustical instability modes. The measurements
show that the vortical structures are highly dependent on swirler
geometry. The fundamentally unsteady nature of vortex break-
down and its association with instability modes of the flow has
attracted the attention of computational fluid dynamics �CFD�
model developers, particularly using large eddy simulation �LES�.
Studies of highly swirling flow in confined �Wegner et al. �12��
and unconfined �Garcia-Villalba and Froehlich �13�� geometries
have recently been reported. The former noted the appearance of
what was described as “a double-cell precessing vortex core,” but
it is not clear whether this phrase is mixing up the appearance of
rotating spiral vortex structures and a genuine PVC. The latter
study observed that the introduction of a central pilot jet inside an
annular swirl stream had little influence on the average flow, but
spectra extracted from the LES predictions indicated dramatic ef-
fects on the instantaneous spiral vortex structures. This result is
very significant, but it needs to be confirmed that it is correct for
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more practically relevant confined swirl flow. Finally, in a detailed
experimental study that included both a central jet and an annular
swirl stream, Midgley et al. �14,15� deduced from PIV measure-
ments that multiple spiral vortex structures were observed
wrapped around a central recirculation zone �CRZ�. This should
perhaps be interpreted as a vortex breakdown in which both spiral
and bubble modes occurred simultaneously. The origin of the spi-
raling vortex structures was traced to a separation event inside the
fuel injector, and the “two strong/two-weak” double helix form of
the spiral vortices was explained by the need for the secondary
flowfield of the vortex structures to satisfy continuity within the
annulus. As noted in other works, the near fuel injector turbulence
field was strongly influenced by the appearance of the spiraling
vortex structures. Based on the above, the measurements of Mid-
gley et al. �15� have been extended to explore the influence of a
central jet in a confined flow, and the effect of the swirl and swirl
passage geometry on vortex breakdown.

Test Facility
The test rig used for the present measurements is the same as in

the study reported by Midgley et al. �15�; details are given in Refs.
�14,15�. Tests were conducted in both water and air flow, but
superior PIV data were obtained in water flow and these are re-
ported here, with hot wire data from airflow tests. The radially fed
swirler �12�30 deg angled slots� produced an annular swirl-
stream �outer diameter Ds=37.63 mm� at fuel injector exit �Fig.
1�. The inner diameter of the annulus was formed by the outer
wall of a central jet nozzle �inner diameter Dj =5.4 mm�. The
standard test condition corresponded to swirler and jet Reynolds
numbers of 8�104 and 2.63�104 defined using Ds and Dj and
the bulk mean velocities based on geometrical exit areas: Vx,j
=4.88 m /s, Vx,s=2.13 m /s. Note, however, that the discharge co-
efficient of the swirl passage was measured at 0.5, so the peak
swirlstream velocity was about 1.5 Vx,s. In the data reported in
�15�, the central jet had always been present; the current experi-
ments concentrated initially on the case with no central jet, but an
unchanged swirlstream condition. To allow further exploration of
changes in the swirlstream conditions, a modular injector was
designed �Fig. 2�. This allowed changes to the radial swirler slot
angle ��1�, and the angles of the central and outer body ��2 ,�3� to
assess the effects of swirl passage shape. In all tests with the
modular injector, no central jet was present. Note also that the
annular swirl passage in the modular geometry did not contain an
internal corner, as present in the datum geometry. This was inten-
tional to allow assessment of whether the presence of this internal
corner in the datum geometry was a “trigger” to the internal vor-
tex breakdown, as suggested in �15�. By selecting �2=17 deg and
�3=9.5 deg, �Case 1� the injector exit plane bulk axial and swirl
velocities of the swirlstream were the same in datum and modular
fuel injectors. By varying ��2 ,�3�, the bulk average axial velocity
ratio of the swirl passage flow between outlet and inlet

�Vx,so /Vx,si�, and similarly the swirl velocity ratio �Vt,so /Vt,si�,
could be altered to investigate the effect of different levels of
acceleration and “spin up” within the swirlstream passage on the
flow produced. Table 1 shows the various cases considered. Case
6 used central body and outer body modules of constant radius
�14 /25 mm� to provide a parallel swirl passage configuration. Fi-
nally, to assess the impact of the swirl number on the flow, differ-
ent radial slot modules were constructed with various values of
�1. Table 2 shows the resulting swirl numbers as deduced from
exit plane PIV measurements.

Instrumentation
The PIV instrument comprised a LaVision system with a twin

Nd: YAG laser generating a 1 mm thick light sheet via spherical
and cylindrical lenses, and a Kodak Megaplus ES 1.0 camera with
1008�976 pixel resolution, running at 15 Hz �a few measure-
ments at 1 kHz were also made with an upgraded camera/PIV
system�. Laser/camera synchronization, image acquisition, and
data processing using the cross-correlation technique were con-
trolled by Davis software running on a dual processor Pentium III
PC. 20 �m polyamide particles �almost neutrally buoyant in wa-
ter� were used as light scattering particles. The PIV instrumenta-

Fig. 1 Datum fuel injector geometry

Fig. 2 Modular fuel injector geometry

Table 1 Modular injector geometry parameters

�2
�deg�

�3
�deg� Vx,so /Vx,si Vt,so /Vt,si

Case 1 17 9.5 1.25 1.56
Case 2 20.5 8.5 1.3 1.56
Case 3 13.5 11.5 1.43 1.56
Case 4 13.5 8.5 1.29 1.65
Case 5 20.5 11.5 1.21 1.43
Case 6 0 0 1.0 1.0

Table 2 Radial swirl module slot angles and swirl numbers

�1
�deg� S

30 0.72
20 0.57
10 0.47
0 0
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tion parameter setup was selected following the recommendations
of Keane and Adrian �16�. Laser power and optical system/data
collection parameters were optimized by minimizing the inter-
frame time �t to reduce truncation errors in velocity evaluation,
but not setting �t so small as to incur precision errors in particle
location due to subpixel interpolation. The interframe time �par-
ticle shift� was set so that the inplane displacement was less than
1 / 4 of the PIV interrogation cell used for cross correlation and,
where possible, led to out-of-plane motion less than �z /4, where
�z is the camera depth of field. The optimum particle image di-
ameter is around 2 pixels. For 20 �m particles, this was achieved
in the present experiment when the field of view �FoV� was
smaller than 80�80 mm2. In most data collected, there were at
least ten particle pairs per interrogation window. The interrogation
cell used a deformed multipass grid �LaVision �17�� of initial size
64�64 pixels, reducing to a final size of 32�32 pixels �with 50%
overlap�. The interframe delay time was around 500 �s for the
larger FoV images used for initial identification of flow structures
�160�160 mm2� and 20–50 �s for the smallest FoV �20
�20 mm2�. This minimized out-of-plane data loss and maximized
the inplane displacement, which was typically from 3–8 pixels.
The same approach to data validation was applied as described in
�15�; a range of FoVs was used that allowed optimization of PIV
system parameters to the length scale of local dynamically impor-
tant flow structures. The local turbulence length scales were esti-
mated using the technique developed by Spencer and Hollis �18�,
and the measured turbulence levels corrected �increased� using the
formula proposed in �18� if the size of the PIV interrogation cell
was not small enough, relative to the local integral length scale. In
all the data presented here for statistical quantities, time averaging
over 650 PIV frames has been carried out.

Results and Discussion

Comparison of Flowfield With and Without Central Jet.
Figure 3 presents the mean velocity vectors in the x-r plane mea-
sured in the datum injector geometry. In comparison with the
overall flow structure for the case with a central jet shown in Fig.
3�a� �15�, the no jet case in Fig. 3�b� shows that the central recir-
culation zone �CRZ� extends right up to the injector exit plane, the
corner recirculation is weaker and less well defined, with the swirl
cone attachment point on the outer wall further downstream
�x /Ds=1.5 compared to the value x /Ds=1.2, reported in �15��.

The absence of the central jet changes the turbulence structure in
the centerline region in the first 2–3 swirler diameters dramati-
cally. Figure 4 compares measured radial RMS turbulence inten-

Fig. 3 Overall flow structure; datum injector „a… with fuel jet; „b… without fuel
jet

Fig. 4 Radial RMS profiles; „top… with central jet; „bottom… no
central jet
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sity profiles in this region for flows with and without a central jet
�similar changes are observed in axial and circumferential RMS
data�. Outboard of r /Ds�0.3, the results are quite similar in the
two flows. A striking difference is observed, however, closer to
the centerline. With a central jet, the turbulence levels start low,
rise to a peak at x /Ds�0.5 and then decay rapidly beyond this.
This structure is connected to the high axial velocity gradients in
the region of x /Ds=0.5–1.0 associated with the free stagnation
point between forward flowing central jet and backflow in the
CRZ. Of course with no central jet, as noted above, the CRZ
reaches back to the injector exit plane. The turbulence levels in
the no-jet case are quite different. Figure 4 shows that these start
high and remain very high ��45% � right down to x /Ds�3. Com-
parison with measured axial and circumferential turbulence inten-
sities �Midgley �19��, indicates that the radial and circumferential
turbulence levels are significantly higher �a factor of �2� com-
pared to the axial data. This is recognizable as an effect of the
unsteady fluctuations associated with a PVC �that would influence
radial and tangential motions more than axial�, which are picked
up by the time-averaging process as “turbulence.” The implication
is that the presence of a central jet stabilizes the CRZ and damps
its tendency to precess; more measurements to confirm that the no
central jet case does have a strong PVC will be presented below.
Further illustration of the changed fluctuating velocity field
brought about in the near-injector region by the omission of the
central jet is provided in Fig. 5, which compares the measured
turbulence kinetic energy fields. In both cases, the peak turbulence
levels are associated initially with the inner edge of the swirl-
stream shear layer �and identified in �15� as caused by the rotating
multiple vortex system�. For no central jet, however, the maxi-
mum value is lower �0.6 compared to 0.75�. The swirl shear layer
is clearly more diffused in the no jet case, and the streak of high
fluctuations measured on the centerline and stretching down-
stream is again the contribution from the PVC, which is clearly
stronger in the no jet case. It is important to note again here that,
for the high values measured in the shear layer edge, and on the
centerline in the no jet case, these should not be considered as
genuine turbulence, since a large contribution is due to high en-
ergy periodic events. A further piece of evidence that shows the
no-jet case is markedly more unstable than the central jet case is
contained in Fig. 6; this shows the PDF of the outer wall attach-
ment point of the swirl cone. The larger variance in this �x /Ds

=0.5–2.5� than when a central jet is present �x /Ds=0.75–1.75�
Fig. 5 Turbulence kinetic energy contours; „top… with central
jet; „bottom… no central jet

Fig. 6 PDF of spatial attachment point of swirl cone
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indicates a more vigorous “flapping” of the swirl stream cone,
once again probably induced by the strong PVC. Finally, Fig. 7
compares power spectral density �PSD� measurements of the axial
velocity taken at a point within the inner swirlstream shear layer
edge at injector exit �x /Ds=0.27, r /Ds=0.27, �=0 deg�. These
data were taken in an airflow experiment with a hot wire at
10 kHz resolution, and also in the water flow experiment with
high speed PIV �1 kHz�; good agreement between the two experi-
mental techniques is seen.

Strongly periodic events are identifiable in both spectra. In the
flow with a central jet, the Strouhal numbers at which these occur
�St=1.32 and 2.71� were identified in �15�, with the rotation of a
two strong/two weak double vortex pair system originating with a
breakdown event inside the fuel injector. With no central jet, the
largest peaks appear at Strouhal numbers of 0.6 and 1.2. The
energy is also distributed over a broader range of frequencies near
these peaks. The appearance of multiple peaks confirms that a
vortex pair system must still be present in the no jet case, although
probably weaker as was seen in the reduced turbulence energy
maximum value in Fig. 5. Following the technique described in
�15�, conditionally averaged vectors were derived for the two
cases at injector exit and are shown in Fig. 8, superimposed on a
swirl strength parameter. The two strong/two weak vortex pattern
is very obvious in the central jet data; with no central jet, only two
vortices can be clearly identified, and these are also much less
coherent with quite unequal swirl strength parameters. As a con-
sequence of this, the main periodic feature identified as these
structures rotate is the passage of the strongest vortex past the
measurement point, with a weaker signal from the passage of the
vortex pair �since these are less coherent�, and a much weaker

signal from the hardly visible second vortex pair. This explains
why the Strouhal peaks in the no jet case are at half the value of
the with jet data.

Further, an additional periodic event is now present in the no jet
case that was not present with a jet, namely the PVC. In order to
extract quantitative details on the PVC, the decision was taken to
look further downstream �at x /Ds=2.65�, where evidence for a
PVC had first been seen in the turbulence statistics. Instantaneous
PIV data of velocity vectors in the r–� plane are shown in Fig. 9
at two instants of time. The aerodynamic center of the swirling
flow can be easily identified, and is clearly precessing in time
about the geometric center �identified by the black dot�. The varia-
tion in time of the angular location of the aerodynamic center was
taken from the instantaneous PIV data and is shown in Fig. 10.
The sawtooth pattern indicates a coherent rotational motion at the
very low frequency of around 0.75 Hz, a Strouhal number of only
�0.01, as defined in the above data using swirl passage exit pa-
rameters. If the Strouhal number is redefined �Stduct� using the
downstream duct diameter �140 mm� as a length scale and the
associated bulk mean velocity, then Stduct takes on a value of
�0.7, which is in good agreement with the data of Syred �20� on
PVC characteristics at a bulk swirl number of around 0.75, as in
the present case.

Fig. 7 PSD of axial velocity in swirlstream shear layer „top…
with central jet; „bottom… no central jet

Fig. 8 Conditionally averaged velocity vectors in r−� plane at
x /Ds=0.0; „top… with central jet; „bottom… no central jet
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Modular Injector Geometry Data. The first data taken with
the modular injector were for Case 1, which was set up to be the
same as the no jet flow case discussed above, except for the re-
moval of the internal corner. Figure 11 presents a series of spectra
measured at x /Ds=0.27 with a hot wire in airflow for Case 1 at
25 kHz resolution with swirl slots at �1=30 deg. Two spikes in
the spectra are observed at the same Strouhal numbers as in the
datum injector geometry at all radial locations measured. This
result shows conclusively that the separation event inside the in-
jector identified in �15� as the origin of the double vortex pair was
not associated with the internal corner. By reducing the swirl slot
angle ��1�, and hence swirl number, the change in spectral char-
acteristics may be observed in Fig. 12. The intensity of the domi-
nant spikes reduces with swirl level until at �1=10 deg, where no
spikes are observed. Although the data are shown here for the
Case 1 swirl passage geometry, the same result was obtained for
all Cases studied. The swirl number clearly affects the appearance
of the internal vortex breakdown, creating the multiple vortex
structures, but the passage geometry has no discernible influence.

Measurements reported in �15� with the datum injector had sug-

gested that the origin of the vortex structures was inside the in-
jector. Using the modular injector geometry, the improved optical
access allowed this to be confirmed, see, Fig. 13, where the mean
separation point is measured as x /Ds=−0.25. This separation
point is also mainly determined by the swirl number, moving
downstream to x /Ds=−0.1 for �1=20 deg, and by �1=10 deg
there is no internal separation �Fig. 14�. This unequivocally links

Fig. 9 Instantaneous velocity vectors in r−� plane at x /Ds
=2.65, no central jet

Fig. 10 Angular location of swirl pattern aerodynamic center
at x /Ds=2.65, no central jet

Fig. 11 PSD in modular injector, Case 1, x /Ds=0.27; �1
=30 deg

Fig. 12 PSD in modular injector, Case 1; various slot angles
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the internal flow separation and the multiple spiraling vortex
structures. As a final piece of evidence, Fig. 15 shows the mea-
sured velocity vectors for Case 6 with a parallel walled swirl
passage, superimposed on the turbulence energy contours. For
�1=30 deg and a parallel passage, the resulting swirl number was
higher than used before at 0.95. However, there is now no sepa-
ration inside the injector and the peak turbulence level at 0.35 at
the injector exit plane is half that observed previously. From hot
wire data taken at x /Ds=0.27, providing the PSD data shown in
Fig. 16, evidence was found of spikes in the spectra but for this
geometry only for �1�20 deg. The implication is that the spiral-
ing vortices have still appeared at high enough swirl numbers, but
their origin is now outside the injector. The most likely explana-
tion is that the formation point of the vortices is determined by an
interaction between the forward flow in the swirlstream passage
and the backflow occurring in the CRZ, with the swirl number
being the dominant parameter controlling this, and the swirl pas-
sage geometry playing an indirect role, since changes here will
influence the precise swirl number at injector exit.

Conclusions
A detailed experimental study has been reported of the near-

field injector flowfields created as various flow and geometric pa-
rameters of the injector were varied. The main emphasis was on
the effect of the presence or absence of a central nonswirling jet in
addition to the annular swirlstream. The absence of the jet was
shown to lead to large destabilization of the flow. The CRZ began
to precess creating a PVC, and large levels of velocity fluctuations
were measured as a consequence on the centerline for a significant
region downstream of the injector exit plane. The PVC unsteadi-
ness influenced the precise nature of the vortex breakdown, which
was confirmed to occur inside the injector for the baseline flow
conditions studies. The swirler cone itself also became more un-
stable without a central jet, producing a large increase in the varia-
tion in time of its attachment location on the confining geometry
outer wall. Geometry variations in the swirl passage were exam-
ined but had only minor influence on the flow characteristics,
except for their influence on the injector exit swirl number, which
was the dominating parameter. Variations in the swirl number
were shown to lead always to a spiral form of vortex breakdown
with multiple vortex structures wrapped around the CRZ. Depend-

Fig. 14 Velocity vectors, modular injector, Case 1; „top… �1
=20 deg; „bottom… �1=10 deg

Fig. 15 Velocity vectors and k contours, modular injector,
Case 6; �1=30 deg

Fig. 13 Velocity vectors, modular injector, Case 1; �1=30 deg
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ing on the geometry, the precise value of swirl number at which
these spiraling structures appeared varied, as did the location of
their first appearance, which could be both inside and outside the
injector.
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Nomenclature
D � cylindrical combustor duct diameter

Dj � central jet diameter
Ds � annular swirler passage diameter

f � frequency of periodic peaks in PSD data
k � turbulence kinetic energy, or direction k

Lij
k � length scale of i / j velocity fluctuation correla-

tion in k direction
r � separation vector

Rij � spatial correlation function
S � swirl number

St � dimensionless Strouhal number �fDs /Vx,s�
ui, uj � velocity fluctuations in i , j directions

Vx, Vr, Vt � time-mean velocities in x, r, � directions
Vx,j � bulk axial velocity of central jet stream
Vx,s � bulk axial velocity of annular swirl stream

vx�, vr�, vt� � fluctuating RMS in x, r, � directions
x, r, � � cylindrical polar coordinates

�t � interframe time
�z � camera depth of field
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Reduced Reaction Mechanisms
for Methane and Syngas
Combustion in Gas Turbines
Two reduced reaction mechanisms were established that predict reliably for pressures up
to about 20 bar the heat release for different syngas mixtures including initial concen-
trations of methane. The mechanisms were validated on the base of laminar flame speed
data covering a wide range of preheat temperature, pressure, and fuel-air mixtures.
Additionally, a global reduced mechanism for syngas, which comprises only two steps,
was developed and validated, too. This global reduced and validated mechanism can be
incorporated into CFD codes for modeling turbulent combustion in stationary gas
turbines. �DOI: 10.1115/1.2719258�
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Introduction
The introduction of syngas combustion technology into the new

class of advanced high firing temperature and high efficiency gas
turbines leads to a distinct economical advantage in comparison
with the existing technology. Improvements on the fuel flexibility
of the syngas combustion technology with optimization of the
design will provide for a maximum of acceptable range in the
variation of fuel composition and conditions. Using advanced syn-
gas combustion technology in high firing temperature engines
gives the opportunity to use solid fuels very efficiently at low
emission levels compared with other technologies and therefore
enables the use of low quality feedstock for power production. At
existing syngas combustion systems the back-up fuel, in particular
natural gas, is burned in diffusion mode. Especially for the high
firing temperature combustion systems, special measures have to
be made in order to keep the NOx emission for back-up fuel
operation below the currently acceptable limit of 25 ppm and to
generate a potential for further reduction.

To overcome these problems there is an urgent need for a reli-
able simulation of combined cycles of co-firing natural gas and
syngas. The prediction of the combustion behavior of fuels with
increased hydrogen content from different feedstock like coal, re-
finery residues, and biomass is a necessary precondition for estab-
lishing numerical tools in order to verify a proper design already
at early development stages.

Therefore, reduced and validated reaction mechanisms were es-
tablished that predict reliably the heat release for different syngas
flames, partially including initial concentrations of methane, under
lean to stoichiometric conditions and pressures up to about 20 bar.
The ultimate aim was to generate reaction models suitable for
implementation into CFD codes for modeling turbulent combus-
tion in high efficiency gas turbines.

Modeling Simulations for Methane Combustion

Reduced Reaction Mechanisms From Literature. For mod-
eling turbulent combustion, CFD codes need reduced kinetical
mechanisms. In the present work different reduced reaction
mechanisms of methane combustion existing in the literature for

the prediction of experimental data for flame speed in CH4/air
systems were checked. Six of these were taken into consideration
�1–6�. The number of species and reactions of all reduced mecha-
nisms are given in Table 1.

The results of modeling compared with experimental data
�7–12� are presented in Figs. 1–3. Besides the full mechanism
�13�, the reduced mechanisms �1,6� lead to similar good agree-
ment with experimental �7–10� flame speed data from atmospheric
laminar methane-air flames �Fig. 1�. But none of the reduced
mechanisms was able to predict correctly measured laminar flame
speed data for methane at elevated pressures �Figs. 2 and 3� for
different stoichiometric ratios, especially for lean mixtures, which
are most interesting for our investigation.

Selection of the Detailed Reaction Mechanism. As a first base
reaction model, the well proved GRI 3.0 �13� mechanism, which
comprises 53 species and 325 elementary reaction steps, was cho-
sen. Figures 1–3 show the excellent agreement between measured
flame speed data of laminar premixed methane-air flame �7–12�
over a large variety of �=fuel/air ratios, preheat temperatures, and
pressures. Consequently, the detailed reaction mechanism GRI 3.0
�13� that gave the best agreement was used as the base model for
constructing a reduced mechanism. As combustion in gas turbines
is mainly conducted under fuel lean conditions at ��0.5, special
attention should be paid to the calculation of lean mixtures in
order to validate a reaction mechanism appropriate for these con-
ditions. Unfortunately, no experimental data are available for this
range of the air-fuel ratio.

Development of a Reduced Mechanism for Methane
Combustion

Optimized Reduced Mechanism for Methane Combustion.
Based on the foregoing results it was decided to reduce the se-
lected full mechanism �GRI 3.0� with respect to the desired con-
ditions �high pressures, lean condition�. Special attention was paid
to the number of species and reactions incorporated in the reduced
mechanism as this will limit its use in commercial CFD codes. Of
course, in order to keep time for simulation low and to enable the
use of commercial CFD codes like CFX �14� and Fluent �15�, a
reduction of species and reactions to less than 20 species and
about 100 reactions is needed, especially under turbulent
conditions.

Therefore, a reduced “skeletal” mechanism was constructed for
describing the heat exchange of methane/air flames within a wide
range of parameters. Skeletal mechanisms contain only the most
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essential species and reaction steps for syngas and methane, re-
spectively. The identification of redundant species and reactions
was made using tools of the KINALC package �16� according to
the strategy presented on Fig. 4�a�. The detailed reaction mecha-
nism was studied mainly by sensitivity and rate of production
analysis for different conditions in order to reduce the numbers of

Table 1 Reduced reaction mechanisms

Reference Species Reactions Remarks

Earn et al. �1� 19 46
Boni and Penner �2� 19 23
Jazbec et al. �3� 17 28
Sher and Refael �4� 19 39 Irreversible
Bilger and Starner �5� 18 58
Kazakov and Frenklach �6� 21 84 GRI 1.2 red

Fig. 1 Laminar flame speed of methane/air mixtures at atmo-
spheric pressure and a preheat temperature T0=298 K. Com-
parison between measurement „symbols… †7,8,10‡ and calcula-
tion „curves… with different reduced mechanisms †1–6‡ and full
mechanism „GRI�3.0 †13‡….

Fig. 2 Laminar flame speed of stoichiometric methane/air mix-
tures at T0=573 K at p=1–10 bar. Comparison between experi-
ment „symbols †9‡… and calculation „curves….

Fig. 3 Laminar flame speed of methane/air and methane/
oxygen/inert flames at elevated pressures for a preheat tem-
perature T0=300 K. Comparison between measurement „sym-
bols… †11,12‡ and calculation „curves….

Fig. 4 „a… Strategy for reduction of a reaction mechanism. „b…
Elimination of redundant species: sensitivity plot for an atmo-
spheric methane/air flame; T0=298 K, �=1.
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species and reactions. As an example, Fig. 4�b� presents the selec-
tion of the redundant components on the base of overall sensitivity
coefficients �16� for a group of species and the temperature, at a
certain height above burner surface.

Thus, a reduced mechanism �reduced mechanism I, Table 2� for
methane/air combustion involving 19 species �H2, H, O, O2, OH,
H2O, HO2, CH2, CH3, CH4, CO, CO2, HCO, CH2O, CH2OH,
CH3O, CH3OH, N2, Ar� and 86 reactions was obtained. On the
base of sensitivity and reaction rate analysis to flame speed, it was
found that by modifying the rate coefficients of two reactions
OH+CO→CO2+H and HCO+M→CO+H+M, a much better
agreement was achieved �Figs. 5–8�. These new data were taken
from the CEC data evaluation by Baulch et al. �17�. All the other
kinetic parameters are identical to the base model �13�. This im-
proved reduced mechanism I leads to only slightly reduced flame
speed data for stoichiometric mixtures �also shown in Figs. 5–7�.

Development of a Reduced Mechanism for Syngas
Combustion

CO/Air-Flames With Addition of H2 and/or CH4. The calcu-
lation of the laminar flame speed of CO-air mixtures with the
addition of methane by using the reduced mechanism I �Table 2�
discussed above gives significantly better agreement with the
measured data than the full �13� and reduced �6� mechanisms from
literature over the whole range of mixture composition �Fig. 8�.

For the development of a skeletal mechanism for modeling the
flame speed of different syngas air mixtures containing CO, H2
and H2O experiments from different groups were used �18–21�.
As the simulation of the flame speed data in Figs. 9–13 revealed
that the reduced mechanism I �Table 2� was not able to reproduce
under all conditions the flame speed profiles for mixtures with
higher hydrogen content, the reduced mechanism GRI 1.2 �6� was
used for comparison �Figs. 9–11 and 13�.

Using these mixtures for validating the reaction mechanisms, it
was found that the reduced mechanism II elaborated for syngas/air
flames could be further reduced to 12 species �inclusively Ar and
N2� and 20 irreversible reactions �Table 3�. In order to achieve
best agreement with data from flames with high hydrogen fuel
content, the rate coefficients of reactions 8, 16, and 17 were taken
from Refs. �22,23�. This reaction mechanism now leads to a better
agreement between experiment and prediction than the published
GRI 1.2 mechanism �Figs. 9–11 and 13� in spite of the fact that
the elaborated syngas skeletal mechanism contains significantly
fewer species �12 instead of 21 species�.

Table 2 Elaborated reduced reaction mechanisms

Reference Species Reactions Remarks

This work;
Reduced mechanism I

19 86 Based on
GRI 3.0

This work;
Reduced mechanism II

12 20 Irreversible;
without CxHy

This work;
Global reduced Mechanism

5 2 Irreversible;
syngas flame,
high p; lean

Fig. 5 Laminar flame speed of atmospheric methane/air
flames for T0=298 K. Comparison between measured „sym-
bols… †7–10‡ and calculated „curves… values.

Fig. 6 Stoichiometric methane air flames at different pres-
sures and preheat temperatures. Comparison between mea-
surement „symbols… †9‡ and calculation „curves….

Fig. 7 Laminar flame speed of methane/air flames at elevated
pressures at a preheat temperature T0=300 K. Comparison be-
tween measured „symbols… †11,12‡ and calculated „curves…
values.

Fig. 8 Laminar flame speed of atmospheric premixed carbon
monoxide/methane air flames with different amounts of meth-
ane „XCO+XCH4=0.15… at T0=300 K. Symbols: experiment †18‡,
curves: calculations.
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Fig. 9 Laminar flame speed of atmospheric premixed 50% CO/
50% H2 air flames at T0=298 K. Symbols: experiment †19‡;
curves: calculations.

Fig. 10 Laminar flame speed of atmospheric premixed CO/air
flames with different amounts of hydrogen at a preheat tem-
perature T0=298 K. Symbols: experiment †19,20‡; curves:
calculations.

Fig. 11 Laminar flame speed of atmospheric premixed carbon
monoxide/hydrogen air flames with different amounts of hydro-
gen „XCO+XH2=0.20… at T0=300 K. Symbols: experiment †18‡;
curves: calculations.

Fig. 12 Laminar flame speed of premixed syngas flames „0.37
CO, 0.35 H2, 0.25 CO2, 0.03 N2… at different pressures and air/
fuel ratios for T0=573 K. Symbols: experiment †21‡; curves: cal-
culations with full †13‡ and reduced mechanism II „this work,
Table 2….

Fig. 13 Laminar flame speed of premixed laminar syngas
flames „0.28 H2, 0.296 CO, 0.20 CO2, 0.20 H2O, 0.024 N2… at at-
mospheric „A… and at elevated „B… pressures at T0=573 K. Sym-
bols: experiment †21‡; Curves: calculations with full †13‡, re-
duced mechanism II „this work, Table 2…, and global reduced
mechanism „this work, reactions I+II….
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Global Mechanism Generated for Syngas Flames. As some
CFD codes need a further reduced mechanism for describing the
combustion processes in gas turbines, a global reduced mecha-
nism for syngas was also elaborated. With the KINALC code �16�
the analysis of lifetimes of species and the error of application of
the quasi-steady-state approximation �QSSA� were performed and
QSS species were selected. Using the nonlinear set of algebraic
equations obtained after that selection, concentrations of QSS spe-
cies were produced as functions of the concentrations of non-QSS
species and rates of elementary reactions. With linear algebra
�24�, a global mechanism that comprises five species including
educt and product species and two global reactions was elabo-
rated. The reactions rates for the global mechanism were approxi-
mated for a pressure of 20 bar to CHEMKIN format and can be
used with the CHEMKIN III package.

I 2H2 + O2 → 2H2O

RI = 10.8 � 10−7T6.1 exp�− 4876.7/T� · �H2�2.0

II CO + O2 + H2 → CO2 + H2O

RII = 20.15 � 10−8T5.9 exp�− 3070.5/T� · �O2��CO�1.4

For the prediction of the laminar flame speed of a syngas com-
position at elevated pressures under air rich conditions, good
agreement between global and reduced mechanisms is achieved
�Fig. 13�. It is also to be seen that the global mechanism is only
valid for a relatively narrow mixture range �=0.8–1.6 at 20 bar
and fails to predict the decrease in flame speed in the low air-fuel
ratios.

Conclusion and Outlook
The detailed mechanism GRI 3.0 was reduced for modeling

flame speed data in CH4, CH4+CO/air and syngas/air mixtures.

A reduced reaction mechanism for CH4, CH4+CO/air mixtures
with 19 species and 86 reactions was constructed that predicts
reliably the heat release for pressures up to about 10 bar over a
wide range of air/fuel ratios.

For different syngas/air mixtures containing CO, H2, and H2O,
a skeletal mechanism with 12 species and 20 irreversible reactions
was developed and validated for pressures up to 20 bar and dif-
ferent mixture contents and fuel/air ratios.

These two generated reduced mechanisms lead to a better
agreement with experimental data than reduced mechanisms taken
from literature.

Starting from a skeletal mechanism constructed for syngas mix-
tures, a global two-step mechanism with five species was elabo-
rated for a restricted range of parameters �p=20 bar, air/fuel ratio
0.6–1.2�.

These validated mechanisms can be used in CFD calculations
to model turbulent combustion under practical conditions in gas
turbines using methane or syngases as fuels.
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Engine Design and Operational
Impacts on Particulate Matter
Precursor Emissions
Aircraft emissions of trace sulfur and nitrogen oxides contribute to the generation of fine
volatile particulate matter (PM). Resultant changes to ambient PM concentrations and
radiative properties of the atmosphere may be important sources of aviation-related
environmental impacts. This paper addresses engine design and operational impacts on
aerosol precursor emissions of SOx and NOy species. Volatile PM formed from these
species in the environment surrounding an aircraft is dependent on intraengine oxidation
processes occurring both within and downstream of the combustor. This study examines
the complex response of trace chemistry to the temporal and spatial evolution of tem-
perature and pressure along this entire intraengine path after combustion through the aft
combustor, turbine, and exhaust nozzle. Low-order and higher-fidelity tools are applied to
model the interaction of chemical and fluid mechanical processes, identify important
parameters, and assess uncertainties. The analysis suggests that intraengine processing
is inefficient. For in-service engine types in the large commercial aviation fleet, mean
conversion efficiency ��� is estimated to be 2.8–6.5% for sulfate precursors and 0.3–5.7%
for nitrate precursors at the engine exit plane. These ranges reflect technological differ-
ences within the fleet, a variation in oxidative activity with operating mode, and modeling
uncertainty stemming from variance in rate parameters and initial conditions. Assuming
that sulfur-derived volatile PM is most likely, these results suggest emission indices of
0.06–0.13 g /kg fuel, assuming particles nucleated as 2H2SO4·H2O for a fuel sulfur
content of 500 ppm. �DOI: 10.1115/1.2795758�

Keywords: particulate matter, sulfate, nitrate, emissions, inventory, environmental
impact

1 Introduction
This paper addresses aircraft engine design and operational im-

pacts on aerosol precursor emissions of oxidized sulfur and nitro-
gen species �i.e., SOx=SO2+SO3+H2SO4 and NOy=NO+NO2
+HONO+HNO3, respectively�, focusing on sulfur trioxide �SO3�
due to its significant role in particulate matter �PM� production
relative to other emissions. Influential parameters and phenomena
that control intraengine oxidation are identified. Modeling tech-
niques are outlined and uncertainties in predicted trace emission
evolution are assessed. Estimates for volatile particulate mass
generated in the near-field exhaust of current in-service commer-
cial aircraft are presented as a function of operating mode. Our
goal is to synthesize these investigations and present a first iden-
tification of technology trends in volatile PM emissions. This will
enable an inventory development for aviation PM and the assess-
ment of associated air quality and climate effects. These results
update and expand upon an earlier work �1� with improved, vali-
dated modeling techniques and revised chemistry.

1.1 Aircraft Particle Emissions. Fine particles are emitted
and generated in aircraft engine exhaust in size ranges constituting
the nucleation, Aitken, and accumulation modes of a typical PM
size distribution. Direct and indirect atmospheric effects from
aviation-sourced PM constitute environmental risks of an uncer-
tain magnitude �2,3�.

Aviation-sourced PM emissions evolve over a large range of

spatial and temporal scales. Aircrafts directly emit nonvolatile car-
bonaceous particles �soot� that are generated over millisecond
time scales within the combustor. In situ sampling of older in-
service airframe-engine combinations suggest that soot emissions
at cruise are characterized by a log normal distribution with a
median diameter in the range of 20–60 nm, a geometric standard
deviation on the order of 1.5–1.75, and a number emission index
�EI� of 0.1�1015–6�1015 particles /kg fuel �4–7�. Under current
U.S. air quality rules, these particles would be defined as PM2.5
�particles smaller than a nominal 2.5 �m aerodynamic diameter�.
Assuming a soot density of 1500–1800 kg /m3, these data impre-
cisely place nonvolatile EIPM �EIPMnv� in the range of
0.002–2 g /kg fuel, with a mean value of �0.2 g /kg fuel. The
scaling of soot concentration with engine performance suggested
in Döpelheuer �8� indicates that this EI range should also be rep-
resentative of operational modes other than cruise.

Sulfate and nitrate production is initiated by gas phase oxida-
tion of SO2 and NO that begins in the postcombustion intraengine
flow. This gives a unique role to trace species chemical processing
through the combustor dilution zone, turbine, and exhaust nozzle,
which is as important to the formation of volatile PM emissions as
is the influence of combustor fluid mechanics on total NOx �NO
+NO2�, CO, and HC emissions. Our analysis addresses precursor
emissions of trace nitrogen and sulfur oxides, which are formed
within the engine over time scales on the order of 10 ms. These
emissions contribute to the generation of volatile fine PM formed
in the engine plume at longer time scales �10 ms to�1 s� com-
pared to soot formation in the combustor.

As the exhaust plume mixes with the atmosphere, additional
�secondary� PM may continue to form over days to weeks in air
masses moving regionally hundreds of kilometers from the
source. This is the result of further oxidation of emitted SOx,
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NOy, and HC species, typically via condensation or absorption
onto existing particles. In this respect, soot continues to play a
part in microphysical and chemical processes after emission. Over
longer time scales, deposition occurs and additional aqueous and
gaseous conversion processes can become important �e.g., reac-
tion with ambient ammonia�. This secondary processing has a
different consequence than near-field plume and intraengine oxi-
dation, which are, to first order, of greater importance to local
perturbations in ambient PM concentration.

Volatile particles are smaller than nonvolatiles but similarly de-
scribed by a log normal distribution, with median diameters in the
range of 1–15 nm, standard deviation on the order of 1.5, and
number EIs 10–100 times greater than for soot. Using the model-
ing assessment described in this paper, we estimate the production
of the aerosol precursors SO3 and nitrous acid �HONO� within the
engine for in-service technology. Results are also presented for
NO2, which is the source of another aerosol precursor, nitric acid
�HNO3�, that can be produced in the exhaust plume. Results are
presented as conversion efficiencies ���, molar ratios defined as in

�SO3
= SO3/SOx

�HONO = HONO/NOy

�NO2
= NO2/NOy �1�

Based on SOx precursors available at the engine exit, our analy-
sis suggests that volatile EIPM �EIPMv� can be in the range of
0.06–0.13 g /kg fuel, assuming particles nucleated as
2H2SO4·H2O for a fuel sulfur content FSC of 500 ppm. These
emission indices are comparable to those for soot.

If all NOy precursors available at the engine exit were also
converted to PM, the EIPMv may increase by a factor of 10–20.
This is an unlikely event. One analysis of plume processing esti-
mates emitted HONO uptake peaks at perhaps 10% for strato-
spheric temperatures, but the absorption is short lived in the pres-
ence of SO3 �9� and would undoubtedly peak at values lower than
10% in the troposphere where temperatures are higher. Our esti-
mates of EIPMv do not include PM contributions sourced to HC
species. Aircrafts emit a range of gaseous hydrocarbons, which
may also nucleate in the near-field region and add to the volatile
PM mass �10,11�. Aircrafts also emit engine oil, which contributes
directly to volatile particulate mass by a currently unknown
amount.

1.2 Outline. The discussion proceeds as follows. Section 2
describes the role of SOx and NOy emissions in aerosol formation,
their consequent impacts on the atmosphere, and what is currently
known about aircraft aerosol precursor emissions. We then model
the interaction of chemical and fluid mechanical processes using
both low-order and higher-fidelity tools. Our approach is to build
an understanding of the key parameters and uncertainties in trace
emissions prediction in order to establish a firmer connection be-
tween technology and environmental impact.

Section 3 discusses the methods used to determine physical
drivers and to develop estimates for trace species emissions, and
details the parameter space investigated. Sections 4 and 5 focus on
cycle-level effects, employing a low-order, comparative time-
scale methodology and 1D models over averaged flow properties
through the combustor, turbine, and exhaust nozzle to investigate
fundamental trends in SOx and NOy oxidations as a function of
engine technology and flight condition.

Section 6 addresses two areas of uncertainty in these results.
Section 6.1 looks at the error in the specification of initial condi-
tions and reaction parameters. Further investigation with higher-
fidelity, unsteady 2D computational tools presented in Sec. 6.2
focuses on the role of temperature and velocity nonuniformities
associated with turbine fluid mechanical phenomena in determin-
ing trace species chemistry. This provides a quantification of un-

certainties related to a methodological choice in modeling in-
traengine processing. Section 7 synthesizes the analyses of Secs.
3–6 and presents estimates for EIPMv.

2 Aircraft Volatile Particulate Matter Emissions
Various mechanisms lead to the production of particulate pre-

cursors within the engine. Oxidized nitrogen species originate pri-
marily from the high temperature oxidation of atmospheric nitro-
gen in the combustor. Total sulfur emissions are predictable
functions of fuel composition and emerge from the primary zone
as SO2 in lean conditions. Sulfur emissions are thus controlled by
fuel consumption to a greater extent than NOx. The formation of
precursors to volatile PM, including SO3 and HONO, initiates
within the combustor and continues downstream through the tur-
bine and exhaust nozzle �1,12–14�. The response of trace chemis-
try to the temporal and spatial evolution of temperature and pres-
sure through the turbine is complex and presents both
computational and experimental challenges. Total emissions are
related to the technological characteristics of the aircraft �weight,
aerodynamic efficiency, and engine overall efficiency�, its opera-
tional use, and details of the combustor, turbine, and nozzle de-
sign.

2.1 Precursors, Microphysics, and Effects. Experimental
and modeling studies have highlighted the role of trace emissions
of SO3 in the formation of high number densities of fine aerosol
particles observed in the exhaust streams of several aircrafts
�5–7,11,15–17�. Particle concentrations are correlated with the
level of oxidized fuel sulfur in the exhaust �6,18�. At exhaust
temperatures and lower temperatures, SO3 converts to H2SO4 in
the presence of exhaust water vapor �19�. In the plume, new vola-
tile sulfate particles can be formed by binary homogeneous nucle-
ation of H2SO4 with emitted water vapor �20�, accentuated by
concomitant chemiion emissions �21�. Nucleated sulfate particles
grow via coagulation and uptake of water vapor �22,23�. Because
nitrous and nitric acids have high saturation vapor pressures rela-
tive to sulfuric acid, they have a lesser tendency to nucleate new
particles and thus contribute to PM primarily via uptake on exist-
ing particles. Hydrocarbons can also contribute via uptake and
may additionally nucleate as an independent PM source �24�, but
thermodynamic conditions are not favorable for this process at the
HC levels typically emitted �25�. Both HNO3 and H2SO4 are
emitted in concentrations orders of magnitude smaller than SO3
and HONO; thus, the evaluation of volatile aviation PM should
focus on the latter species. The results of our analysis point out
that the production of H2SO4 from emitted SO3 is greater in mag-
nitude than the new sulfuric acid production in the plume. Al-
though the production of HNO3 occurs at rates about an order of
magnitude lower than that for H2SO4 at exhaust and ambient con-
ditions �26�, HNO3 can play a role in plume PM processing �27�.
We thus also examine intraengine production of NO2, the chemi-
cal precursor to nitric acid. Note that condensed matter can further
increase through heterogeneous nucleation of sulfuric acid on soot
and metal surfaces, activated by adsorption of oxidized sulfur, in
the presence of water vapor �16�. This analysis does not address
such interactions between nonvolatile PM and aerosol precursors.

Particles formed can perturb the mass and size distribution of
the background atmospheric aerosol if scavenged, alter the chemi-
cal makeup of the upper atmosphere through heterogeneous chem-
istry, and perhaps freeze, persisting as contrail particles. Micro-
physical processes involving emitted and generated particles can
lead to changes in contrail optical properties, but have minimal
apparent impact on formation tendency �11�. However, the inci-
dence of persistent contrails is expected to increase as aircraft
engines become more efficient �28�. Measurements suggest the
presence of radiative impacts from aviation contrails and related
cirrus �29�, but the effect of aerosols on clouds is not well under-
stood �30�. Particles may play a part in cirrus formation near flight
tracks, via contrail evolution into cirrus, for example, and as a
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result of the greater spatial coverage that results, aviation-induced
cirrus impacts are expected to be larger than contrail impacts
�31–33�. Comparatively, direct sulfate radiative forcing has been
estimated as a relatively small negative impact �3�. Although there
is high uncertainty, the collective instantaneous radiative impact
of contrails and clouds is estimated to be greater than that of
aviation CO2 and NOx emissions combined. Accounting for all
aviation perturbations, models suggest that the present day avia-
tion particulate-related contribution to total anthropogenic forcing
from aircrafts is greater than 2% �3,34�. This contribution is ex-
pected to increase with air transportation growth.

The role of aviation PM in determining local air quality is
poorly understood, partially due to an incomplete characterization
of particulate emissions from in-service aircrafts. Fine PM is as-
sociated with the incidence of mortality and illness, including both
acute and chronic respiratory and cardiac health end points, and
can lead to visibility impairment. Upon deposition, PM contrib-
utes to ecosystem damage resulting from acidification as well as
soiling and other material damages �2�.

2.2 Measurement and Modeling. Experimental data charac-
terizing sulfur species in engine exhaust consist primarily of con-
centrations inferred from in-flight plume measurements �6,7,11�
and a few direct measurements at and downstream of the engine
exit plane �35–37�, mostly at higher power conditions for older
in-service commercial and military aircrafts. Inferred levels indi-
cate an apparently broad range of SO2 to H2SO4 oxidation. How-
ever, a detailed analysis of the instrument responses and age of the
sampled air has refined the estimates of oxidative conversion to
0.5–5% of the fuel sulfur �38�. In-flight trends and ground mea-
surements suggest that oxidation efficiency is dependent on en-
gine technology and operating point �11,37�. For comparison,
measurements of land-based, marine, and laboratory test gas tur-
bines burning diesel fuel demonstrate oxidation to SO3 of between
2% and 22% �39�.

Measurements of NO and NO2 are routine in engine develop-
ment and certification, but there are few measurements of their
oxidation products, HONO and HNO3. These species have been
predicted to be present in aircraft exhaust �1,13�, and measure-
ments of HNO3 and HONO �40,41� have indicated that conver-
sion of NO to HONO and NO2 to HNO3 at the engine exit plane
amounts to a few percent or less at higher power conditions. In-
traengine conversion of NO to NO2 has been estimated from mea-
surements at much higher levels, up to �25% �42�.

Because nucleation rates are high for H2SO4, given typical fuel
sulfur levels, modeling investigations of the microphysical pro-
cesses that lead to the formation of volatile aerosols emphasize the
development of oxidized sulfur through the aircraft plume and
wake. These investigations find that known gaseous pathways
yield only 1–2% oxidation within the near-field plume ��1 s after
emission� for a range of aircraft engine configurations, physical
approximations, and chemical assumptions �22,43�. Modeling in-
vestigations have also shown that compared to the plume, sulfur
oxidation can be more vigorous within the aircraft engine as a
result of gaseous chemical processes through the combustor dilu-
tion zone, turbine, and exhaust nozzle. Upper bound chemical
kinetic analyses indicate that SO3 formation via atomic oxygen is
less than 6% of SOx within the combustors used in aircraft �12�
and industrial applications �44�. Previous studies have also sug-
gested that SO3 formation via OH and O may result in an upper
limit 10% oxidation through the turbine and nozzle �1,12–14,45�.

Accounting for key factors influencing postcombustion in-
traengine processing, revised trace chemistry, and the thermody-
namic behavior of in-service aircraft types under typical opera-
tional conditions, this study finds that intraengine conversion
efficiencies of SO2 to SO3 for commercial aircrafts are within this
upper bound limit. Our modeling analyses presented here are also
consistent with reported experimental results.

3 Methods
Our analysis uses a simulation methodology for aerosol precur-

sor behavior that has been previously introduced. Reacting flow
simulations are exercised with fidelity appropriate to the magni-
tude of flow nonuniformity, particularly in temperature, along the
gas path. This study finds that low-order models of the active
chemistry, where kinetics are driven by averaged flow parameters
specified as a function of time, capture the impact of fluid prop-
erties on trace NOy chemistry within the engine. Nonuniformities
can, however, have a significant influence on trace SOx chemistry.
In order to estimate the magnitude of the effect on sulfate precur-
sor emissions, a more complex fluid dynamical representation is
constructed. These higher-fidelity computations need only be ap-
plied to regions of the engine flow path that, because of thermo-
dynamic conditions and favorable residence time, exhibit trace
species activity which could be influenced by nonuniformity of
the intraengine flow. We use comparative time-scale analyses such
as those discussed in Sec. 4 to identify regions along the gas path
that fit this description, and observe that it is usually not necessary
to increase fidelity for engine sections downstream of the high-
pressure turbine �HPT�. For this analysis, a 2D unsteady compu-
tation for the first stage of the HPT is developed to evaluate mul-
tidimensional effects. Lower fidelity, 1D simulations suffice as the
alternative for the remaining sections of the gas path.

Additional methodological details are described in the follow-
ing sections. In Whitefield et al. �41�, estimates for emission levels
using this approach correctly captured trends and matched experi-
mental data within measurement uncertainty for the conversion of
NO to HONO at both the combustor and nozzle exits of a test
engine. This provided support that OH-driven oxidation of NOx
can be modeled with acceptable accuracy. Similar OH-driven ki-
netics also control the oxidation of SO2 to SO3, for which direct
measurements are not available. However, favorable results for
estimating HONO and the availability of appropriate SOx kinetic
parameters suggest that the modeling of SOx oxidation should
also provide good estimates of the exit sulfur emission speciation.
Section 4 further explores the foundations and applications for the
methodology described, using a comparison of physical and
chemical time scales to establish the relative importance of vari-
ous controls on oxidation and relating such influences to aircraft
engine design parameters.

3.1 Parameter Specification. Initial species and flow condi-
tions for the time-scale, flow-averaged 1D, and higher resolution
2D unsteady computation conditions were specified to highlight
technological and operational trends in particulate emissions from
the current commercial aviation fleet. A number of engine thermo-
dynamic cycles were developed to represent the range of in-
service engine types on large commercial aircrafts. Temperature
and pressure profiles as a function of time were specified for each
of five operating modes: the four certification settings—idle/taxi,
approach, climb, and take-off—and a fifth setting to represent the
altitude cruise condition. These were used directly as the flow
parameter specification for the time-scale and 1D simulations dis-
cussed in Secs. 4 and 5. Table 1 summarizes these cycles by thrust
class.

The 2D analyses reviewed in Sec. 6.2 for a representative single
turbine stage were specified at flow conditions also spanning the
parameter range of large in-service commercial engines. Simula-
tion parameters were varied to highlight fluid mechanical impacts
on oxidation through the postcombustor flow path for a range of
fuel sulfur levels, power conditions, and pattern factors. Table 2
summarizes the conditions examined.

3.2 Chemistry and Initial Conditions. A prerequisite for the
simulation capability is the availability of finite rate kinetic
mechanisms that apply to conditions intermediate between com-
bustion and atmospheric chemistry. The full mechanism used for
the computations described here was truncated from the larger set
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developed in Mueller et al. �46� based on previous studies and
new laboratory experiments �see also Ref. �47��. A reaction list
can be found in Table 7.

For computations addressing chemistry aft of the combustor,
initial trace species concentrations are determined at the turbine
inlet using the pressure, temperature, and overall fuel-air ratio
�OFAR� relevant to the conditions specified in Tables 1 and 2;
combustor SOx or NOy oxidation is initialized using a similar
methodology, but at a stoichiometric FAR. To best identify tech-
nology trends given the complexity of the combustor flow-
chemistry environment, we chose to parametrize trace chemical
activity in the combustor dilution zone in Sec. 5.1 using a separate
set of computations to provide a full account of aerosol precursor

levels at the engine exit. It is possible to simply add these results
to the oxidation estimated to occur from the turbine inlet to nozzle
exit �12,13�; sensitivity parameters discussed in Sec. 6.1 suggest
that the low levels of SO3 and HONO formed in the combustor
have a minor effect on subsequent oxidation, translating instead
into equivalent conversion at the engine exit.

Estimation of species initial conditions at the turbine inlet starts
with equilibrium concentrations at the given flow conditions and
FAR. Concentrations for species known not to be in equilibrium
�e.g., NOx, SOx, and CO� are then changed to levels measured
during certification tests of the engines on which the representa-
tive cycles are based while maintaining elemental balance. This
calibration of emission indices is followed by a short constant
temperature and pressure kinetic calculation adjustment to allow
the species to achieve a quasisteady state. This final step removes
any nonphysical, rapid readjustments of concentrations in the
mixture that result from the imposed changes to the mixture.
These rapid readjustments occur for reactive species that are sen-
sitive to the distribution of NOx, SOx, and CO and have relatively
short characteristic time scales. Although oxidation within the
SOx and NOy families may be significant, species family total EIs
are basically invariant through the engine. Fuel sulfur levels are
set at a constant 0.5 g /kg fuel �500 ppm� for all 1D analyses, but
vary as specified in Table 2 for the 2D simulations �10–500 ppm�.
All other species initial conditions, including OH, O, HO2, and H,
are set to their equilibrium values at the specified temperature and
pressure. The initial ratios of NO /NOx and SO2 /SOx are set to
1.0.

4 Determinants of Intraengine Oxidation
The evolution of aerosol precursors is controlled by the ther-

modynamic potential for formation �referenced to equilibrium,

Table 1 Cycle parameter specification for time-scale and flow-averaged 1D gas path simula-
tions. EINOx as NO2 and EIS=0.5 g/kg fuel. EICO and OFAR different for each cycle and con-
dition. Common initial species conditions are „a… NO/NOx=1, „b… SO/SOx=0, and „c… no HC or
H2. Note that combustion efficiency is consistent with EICO

Class �kN�
Thrust �kN�
Cycle No.

�100 100–200 200–400 �400

60
1

65
2

100
3

170
4

205
5

230
6

250
7

420
8

Take-off
P3 �atm� 16 15 23 25 20 27 27 37
T4 �K� 1350 1200 1520 1510 1400 1560 1540 1940
EINOx
�g/kg fuel�

35 19 55 17 36 30 27 20

Climb
P3 �atm� 14 12 19 22 17 24 23 31
T4 �K� 1300 1140 1440 1450 1340 1510 1480 1840
EINOx �g/kg-fuel� 29 16 42 14 27 24 22 16

Cruise
P3 �atm� 6.0 5.7 8.0 9.0 7.1 7.3 9.7 13
T4 �K� 1170 1030 1340 1340 1270 1210 1370 1710
EINOx
�g/kg fuel�

5.1 7.1 7.1 6.3 8.2 7.6 9.4 5.9

Approach
P3 �atm� 6.0 5.7 7.1 9.2 7.6 10 9.8 13
T4 �K� 960 870 1010 1080 1010 1140 1110 1440
EINOx
�g/kg-fuel�

9.3 8.4 10 6.0 7.3 10 11 5.5

Idle
P3 �atm� 2.6 2.6 3.3 3.7 3.3 4.4 4.0 5.3
T4 �K� 750 710 840 870 830 940 900 1220
EINOx
�g/kg� fuel

3.7 8.4 6.0 4.0 2.9 4.2 4.7 2.4

Table 2 Parameter specification for 2D unsteady turbine stage
simulations. Common initial species conditions are „a…
NO/NOx=1, „b… SO/SOx=0, and „c… no HC or H2. EINOx
=15 g/kg fuel and EIS=0.5 g/kg fuel for all cases. Note that
combustion efficiency is consistent with EICO

Parameter
specifications

FSC
�ppm�

Pattern
factor

Range
T4 �K�

Higher power cases
T4=1900 K; P3=22 atm; Tsurf=850 K �NGV�, 775 K �rotor�
Case 1 500 30% 1550–2250
Case 2 500 10% 1800–2000
Case 3 10 30% 1550–2250
Case 4 10 10% 1800–2000

Lower power cases
T4=1300 K; P3=7 atm; Tsurf=640 K �NGV�, 590 K �rotor�
Case 5 500 30% 1100–1500
Case 6 10 30% 1100–1500
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and changing with T and P�, chemical kinetic rates, and the flow
residence time available to complete reactions. Engine cycle, in-
ternal turbomachinery fluid mechanics, and engine size determine
temperature, pressure, and residence time. For trace species inter-
actions through the combustor dilution zone, turbine, and exhaust
nozzle, heat release is negligible except in conditions where the
combustor is operated at FARs ratios higher than those employed
in current commercial aircraft engines. Since oxidation activity
generally decreases with lower temperatures and pressures, power
extraction in the turbine acts as a limit on the extent of intraengine
oxidation. Such constraints are not fully countered by the increase
in thermodynamic potential, as equilibrium levels of oxidation
products increase with lower temperatures. There are also kinetic
limits on oxidation, such as the availability of O, OH, and HO2,
which evolve primarily through self-reactions �13,46,47�. These
species, along with NOx, SOx, CO, and HC, are found at the
turbine inlet in concentrations established by combustion and di-
lution processes in the combustor. With temperature and pressure,
they determine reactivity. Within the engine, heterogeneous oxi-
dation pathways are of minimal consequence to aerosol precursor
production �48�. Thus, gaseous chemistry is our focus.

4.1 Kinetic Influences. In Table 3, reduced sets of reactions
specific to SO3, HONO, and NO2 formation are listed, which
highlight the primary kinetic influences on postcombustion oxida-
tion. Reactions were selected from the reaction mechanism listed
in Table 7 based on ranked contribution to production rates for the
species of interest over the postcombustion flow path for the range
of engine cycle parameters listed in Table 1. While the reduced
reaction sets listed in Table 3 preserve the relevant formation dy-
namics, their use in a predictive manner can result in deviations of
up to 25%. In addition to the nitrous acid production outlined, the
production of sulfuric and nitric acids depends on the formation of
SO3 �SO3+H2O→H2SO4� and NO2 �NO2+OH→HNO3� de-
scribed by these kinetics.

There are two pathways leading to SO3 formation represented

in Table 3, via OH and less importantly via O, mediated to a
minor extent by consumption via H. For SO3, reactions 1 and 2
�R1 and R2� constitute a partial recombination of atomic oxygen
to form molecular oxygen, O+O=O2. However, the rate of de-
struction of SO3 by R2 is typically much less than the rate of
production by R1. R3 is a reductive reaction, but the limited avail-
ability of atomic hydrogen limits the strength of this destruction
pathway to approximately ten times less than R2. R4 and R5
represent the formation of SO3 via an OH pathway, which domi-
nates SO3 dynamics in the regime intermediate between atmo-
spheric conditions and combustor conditions.

Similar to SOx chemistry, O and OH are central to NOy chem-
istry. Although NO2 and HONO are necessarily coupled in the full
mechanism shown in Table 7, they are isolated here to highlight
the relevant kinetics. Like SO3, R6 and R7, which contribute to
NO2 kinetics, represent O+O=O2, but compared to the corre-
sponding dynamic in the sulfur chemistry, the resultant impact on
NO2 can be either positive or negative. However the formation of
NO2 is typically dominated by R9 via HO2 as opposed to the O
pathway. Destruction by H has a larger role than for SO3, but is
still relatively minor. R11 involving OH primarily determines the
formation of HONO.

Characteristic time scales for SO3, HONO, and NO2 formation
can be derived from the sets of reactions listed in Table 3, as
shown in Eq. �2�. Terms in Eq. �2� depend on the specification of
H, O, OH, HO2, and O2 concentrations, as well as reservoir spe-
cies such as N2 and H2O to account for efficiencies. The coeffi-
cients Cx depend primarily on temperature. For Eq. �2�, HOSO2 in
R5 is determined by a pseudo steady-state equilibrium using R4
and R5 in a relative abundance of O2. Equation �2� also assumes
that NOx and SOx concentrations remain constant.

�X�OH� = �COH + Cconst
1

�OH�
+ CO

�O�
�OH�

+ CHO2

�HO2�
�OH�

+ CH
�H�

�OH��−1

�2�

SO3 HONO NO2
COH

k4� k5�O2�

k4b+k5�O2� � k1+k3b k4b

Ccount 0 k2b 0
CO k1+k2 k3 k1+k2
CHO2 k5b� k4b

k4b+k5�O2� � 0 k4

CH k3b 0 k3

At equilibrium for typical turbine conditions, the molar ratios of
O /OH and HO2 /OH are of order 0.01, and H /OH is of order
0.00001. To illustrate the relative contributions of OH, HO2, O,
and H to oxidation reactivity in the turbine, relative trends for the
terms in Eq. �2� using these approximate equilibrium molar ratios
are shown in Fig. 1 for a range of temperatures. In Fig. 1, the
larger the relative value, the faster the chemistry and the greater
the contribution. At any given temperature, pathways involving
HOx are generally most consequential to trace chemical reactivity;
atomic oxygen has a role, but for the equilibrium ratios relevant to
these cycles, it is a minor contributor, requiring an increase in
concentration by a factor of 100 to be of comparable importance
along the gas path.

Ox and HOx equilibrate within the engine on time scales faster
than consumption by trace families. As a result, the relative con-
sumption of reactive oxidation species associated with the SOx
and NOy chemistries, for a given rate of temperature change, is of
primary consequence to conversion efficiencies ���. The blue
shaded areas in Fig. 1 show the typical range of temperatures and
characteristic chemical time scales found in the thermodynamic
environments of the high-pressure turbine �HPT� and low-
pressure turbine �LPT�. Specific examples of time-scale trends as

Table 3 Reduced reaction sets describing SO3, HONO, and
NO2 kinetics. Notes: *=Irreversibility „\… in a reaction was con-
sidered only when differences between forward and backward
rates differed by more than three orders of magnitude. For re-
actions 4 and 6, Troe form used here is different from the origi-
nal references. †=Efficiencies for R1: N2=1.3, H2O=10; for R4:
H2O=10

Reaction*

troe=Troe form parameters
low=Low-pressure parameters

A �cm mol s K�
E �cal/mol�

A b Ea

SO3
1 SO2+O�+M�→SO3�+M� �†� 9.20E+10 0.00 2.384E+03

troe: n/a �low→ 4.00E+28 −4.00 5.250E+03
2 SO3+O→SO2+O2 0.44E+12 0.00 0.610E+04
3 SO2+OH=SO3+H 0.49E+02 2.69 0.238E+05
4 SO2+OH�+M�=HOSO2�+M� �†� 1.21E+12 0.00 0.000E+00

troe: 0.35 /1E−30 /1E30 �low→ 1.87E+31 −4.61 2.050E+03
5 HOSO2+O2=SO3+HO2 7.80E+11 0.00 0.656E+03

NO2
6 NO+O�+M�→NO2�+M� 1.30E+15 −0.75 0.000E+00

troe: 0.957 /1E−90 /1551E03 �low→ 4.72E+24 −2.87 1.551E+03
7 NO2+O→NO+O2 1.05E+14 −0.52 0.000E+00
8 NO2+H→NO+OH 1.32E+14 0.00 3.620E+02
9 NO+HO2=NO2+OH 2.11E+12 0.00 −4.790E+02

HONO
10 HONO+OH→NO2+H2O 1.70E+12 0.00 −5.200E+02
11 NO+OH�+M�=HONO�+M� 1.99E+12 −0.05 −7.210E+02

troe: 0.62 /1E−90 /1E+90 �low→ 5.08E+23 −2.51 −6.760E+01
12 HONO+O=OH+NO2 1.20E+13 0.00 5.961E+03
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a function of temperature for constant pressures characteristic of
the LPT and HPT �1 atm and 10 atm, respectively� are shown
with dashed lines. In general, despite large equilibrium values for
SO3, HONO, and NO2 at the flow conditions of the engine exit,
oxidation time scales are too long to allow significant conversion
along the engine gas path. For common in-service engines, the
characteristic time scale for SO3 is approximately 100 ms, in-
creasing to values greater than 1 s at the nozzle exit. Compara-
tively, the flowthrough times for the postcombustor flow path are
much shorter, typically in the range of 1–10 ms.

4.2 Conversion Potential. To exemplify the trade between
thermodynamic potential and kinetic time scale as a function of

temperature and pressure, a comparison of fluid and chemical time
scales for SO3 production is constructed in Eq. �3�, defining a
conversion potential ��=�SO3 /SOx. The definition assumes that
�SO3�� �H2SO4�, which is true for all but a few parameter ranges,
as discussed in Sec. 5. Fluid mechanical and chemical kinetic
influences are represented through a Damköhler �Da� number, and
thermodynamic potential is defined as the equilibrium conversion
efficiency ����.

�� = �Da��� − �� for DaSO3
	 1

�� for DaSO3
� 1�

Da = �flow/�SO3

�� = � at equilibrium �3�

Equilibrium SOx depends on temperature and pressure, shifting
toward SO3 at low temperatures, and is only weakly dependent on
pressure, increasing from �10% at the combustor exit to �90%
at the nozzle exit. Increasing the fuel sulfur level generally de-
creases the resulting ratios at equilibrium, but as will be evident in
later sections, fuel sulfur level has a minimal consequence for
oxidation levels. As defined, Da�1 indicates that 95% of �� is
reached within the reference flow residence time, and Da�1 in-
dicates that only a fractional conversion is attained.

Figure 2 maps �� for a small increment in a flow time of
�0.1 ms �a flowthrough time for a single blade row� and an initial
converted fraction of 0%. Iso-�� contours indicate oxidation po-
tential �1% over this time scale only for a range of temperatures
between 600 K and 900 K and pressures over �5 atm. Conditions
of this description are experienced by limited portions of the core
flow, specifically in the combustor dilution zone flow at low
power, and areas interacting with cooling flows, at locations typi-
cally within the combustor or high-pressure turbine. The bulk flow
evolution through the turbine and beyond is generally outside this
region for all engine operating modes.

The strength and location of regions of high oxidation potential
would necessarily evolve as S�VI� is formed �� increases as the
gas path is traversed�. Moving from the upper right of Fig. 2 to its
lower left traces a generalized path of oxidation potential that
follows the change of temperature and pressure from the turbine
inlet to the nozzle exit. Two sample thermodynamic paths are
shown, one representative of the take-off condition and one for
cruise. Also shown on Fig. 2 is the path of constant pressure
processing through the combustor dilution zone. We will consider

Fig. 1 Chemical kinetic drivers of trace SO3, HONO, and NO2
chemistry

Fig. 2 Conversion potential „��SO3
… as a function of tempera-

ture and pressure. To calculate ��, the fuel hydrogen-carbon
ratio „H/C… is set at 2, and the FSC is specified at 500 ppm, both
representative of Jet A fuel.
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this further in Sec. 5.1. The shaded areas represent the influence of
spanwise temperature nonuniformities in the turbine, as discussed
in Sec. 6.2.

The form of the contours in Fig. 2 is representative of results
for NO2 and HONO as well, with the exception that peak conver-
sion potential occurs at lower temperatures for NO2, and even
lower for HONO. In addition, the contours tend to be more spread
for NO2 and less so for HONO relative to SO3, a consequence of
the relative range of chemical time scales over the gas path �see
Fig. 1�. As a result, HONO oxidation tends to exhibit a greater
dependence on power setting than with SOx. HONO production is
typically limited to a smaller axial section of the flow path at
lower temperatures than SO3 or NO2. On this account, HONO
production should also exhibit a greater sensitivity to temperature
than SO3. However, cross-stream temperature nonuniformities,
which play a relatively important role in SO3 production, are less
significant in the lower pressure flow path where HONO is
formed.

5 Technological and Operational Trends
In this section, estimates of postcombustion SO3, HONO, and

NO2 production through the combustor dilution zone, turbine, and
exhaust nozzle are obtained using 1D chemical kinetic calcula-
tions through averaged gas path temperature and pressure profiles
derived from the eight-cycles described in Table 1. Section 5.1
develops a parametrization of trace chemical activity in the com-
bustor dilution zone. The objective is to place bounds on the likely
conversion efficiency at the turbine inlet for a range of combustor
designs operating in the current fleet. Section 5.2 then addresses
trace chemistry through the expansion gas path. Together, these
analyses enable the identification of technological and operational
trends. Uncertainties in these results are discussed in Sec. 6,
which evaluates the robustness of the result to changes in rate
parameters and initial conditions, and the impact of introducing
more realistic fluid mechanics.

5.1 Combustor Oxidation. Two parameters were indepen-
dently varied to examine the range of potential oxidation levels at
the combustor exit—residence time ��res� and rate of dilution air
addition. In one case, referred to here as the quick quench case, all
dilution air is added over a period of 1 ms to reach the turbine
inlet temperature, and then trace chemistry is allowed to continue
for additional residence times of 1–15 ms. In the other case, di-
lution air is added at a constant rate for a total residence time �res
of 2–16 ms �the constant quench case�. This parameter space rep-
resents upper and lower bounds on the technologies associated
with the engine types simulated, but the quick quench case is
more likely representative of an in-service combustor design.
Note that as cycle T4 increases, the amount of combustor dilution
air added necessarily decreases and the response to dilution sched-
ule becomes less important.

For the analysis, the upstream boundary is defined by the loca-
tion of peak combustion temperature at a stoichiometric FAR. The
physical location of this point may vary among combustor de-
signs, but it uniformly defines when an oxidative environment
would be achieved, and this is a necessary precondition to precur-
sor production. Other than the specification of the initial stoichi-
ometric FAR, the methodology described previously in Sec. 4 to
establish species conditions is employed using the same values for
EINOx and EIS listed in Table 1. For each case, combustor con-
version efficiency was explored using a 1D model �averaged, fully
mixed conditions� varying temperature profiles at constant pres-
sure. The temperature profiles are specified by the different dilu-
tion schedules, enforcing different rates of temperature change
from a flame temperature estimated using T3 calculated for the
cycle, to T4 as listed in Table 1.

The results of this simplified representation of the combustor
suggest that attention must be paid to dilution zone processing,
which is likely the primary location for sulfate aerosol precursor

production over all modes, and to low power conditions for nitrate
precursors. Figure 3 shows results for conversion efficiency for
the quick quench case where �res is 6 ms. The median combustor
�SO3

is highlighted in red. For comparison, median �SO3
is shown

in green for the constant quench case. These medians span a range
of 2.5–4.5% over the five operating modes.

The dependence on cycle temperatures and pressures is not
monotonic. A clearer picture of trends in SO3 production in the
combustor can be described with reference to the vertical profile
section of thermodynamic paths drawn in Fig. 2 representing the
dilution zone flow. These constant pressure profiles fall within
higher contours of conversion potential as T4 is reduced; however,
lower operating temperatures are correlated with lower operating
pressures, which follows the contours of ��. The influence of
pressure and, by implication, of altitude is evident in Fig. 3 com-
paring �SO3

for the cruise condition to the four LTO modes. The
range shown by the red whiskers in Fig. 3 shows the variation of
median �SO3

with �res. Higher �SO3
is correlated with higher �res,

but the range is narrower than the variance sourced to the rate
parameter and initial condition uncertainty discussed in Sec. 6.1.
The higher the �res in the combustor, the more likely it is that
equilibrium �SO3

will be found at the turbine inlet.
Combustor �SO3

is higher than the estimates for median �SO3
through the rest of the gas path. The combustor plays a more
limited role in the production of HONO and NO2 where dilution
zone processing is dominant only for lower power conditions. For
NOy, the impact of residence time is not monotonic, suggesting
the more complex kinetic response to the thermodynamic environ-
ment seen for oxidation through the turbine and exhaust nozzle. A
significant combustor role in determining �HONO in comparison to

Fig. 3 Intraengine conversion efficiencies „�SO3
, �HONO, and

�NO2
… estimated using 1D flow-averaged simulations
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downstream engine sections is observed only at the idle condition
�6% median at idle versus �0.1% at other conditions�. Median
�NO2

at take-off, climb, and cruise is comparable to subsequent
oxidation, but similar to HONO, there is a much stronger com-
bustor oxidation contribution at lower power conditions �median
8% at approach and 14% at idle�.

5.2 Turbine and Exhaust Nozzle Oxidation. The impact of
cycle design on � through the turbine and exhaust nozzle is re-
flected primarily through the influence of peak temperature and, to
a lesser extent, of peak pressure. As cycles become hotter and
reach higher overall pressure ratios, postcombustor trace chemical
activity will tend to increase. The use of cooling air has also
increased as a necessary enabler for hotter cycles, with more blade
rows in the HPT and LPT subject to some protection to achieve
life requirements. This further increases the opportunity for oxi-
dation as described later in Sec. 6.2. However, importantly, tur-
bine design choices set the time rate of the change of temperatures
and pressure along the gas path. This rate is a function of blade
loading, which has increased since the introduction of the jet en-
gine, tending to reduce the opportunity for large conversion; the
number of stages is reduced and residence time at any one tem-
perature and pressure decreases. For similar size engines shown in
Table 1, intraengine residence time has generally decreased his-
torically �but increases with engine size/thrust class�.

Figure 3 summarizes technology and operational trends in aero-
sol precursor production along the turbine and exhaust nozzle gas
path. The figure shows the range of � over all cycles as a function
of operating mode. The red line indicates the median trend with
propagated uncertainties, discussed further in Sec. 6.1, denoted by
the whiskers. While thermodynamic conditions would support
high conversion efficiencies, the results show the strong kinetic
limitations of the turbine environment on aerosol precursor pro-
duction. In Fig. 3, conversion efficiencies generally increase with
power level or, more generally, with higher peak temperature and
pressure, whether this is due to cycle design or operating mode.
This is most universally applicable to �SO3

, but there is significant
variability in the results.

Part of the variability can be explained by differences in Da, as
given by Eq. �3�. Oxidation ratios are plotted against Da in Fig. 4.
Approximate geometries and gas path velocities define the flow
residence time, and the chemical time scale is based on Eq. �2�
specified for conditions at the turbine inlet. For SO2 oxidation to
SO3, increasing Da nonlinearly increases conversion efficiency. It
should not be expected that a single scale can explain all variabili-
ties, but the goodness of fit displayed �R2�0.98� suggests that for
SO3, the overall cycle design and operating point are factors most
important in distinguishing technological differences in �SO3

. The
variability among engine types in intraengine temperature and
pressure as a function of time as well as the influence of other
trace chemical activities �with the exception of HOx� are less
influential.

In contrast, the correlation with Da is weaker for NOy species,
suggesting that such details have a more significant impact in
determining technological trends for HONO and NO2. Outliers
are highlighted in Fig. 4. For NO2, in particular, the kinetic rates
can get faster or slower with progress through the gas path, and
are sensitive to the temperature and pressure variation as a func-
tion of time, which leads to the more varied behavior for the
different modes. In reference to Fig. 2, this means that the gradi-
ent of formation potential contours can either be in the direction
of changes in temperatures and pressures along the gas path or
against them, depending on the mode and cycle. This is a signifi-
cant source of variance in the trends shown in Fig. 3.

Sensitivity analyses presented in the next section further sug-
gest that EINOx influences �NO2

and �HONO to a significant de-
gree, and this is an additional source of variability in the results.
In contrast, �SO3

, �NO2
, and �HONO are all minimally impacted by

EIS over the parameter space examined, which indicates indepen-

dence from FSC. However, absolute emissions of SO3 are not
independent and vary proportionally with FSC. For SO3 and
HONO, the greatest conversion in the bulk flow is localized to the
latter part of the HPT and to early part of the LPT, earlier for SO3
and later for HONO. Formation rates for NO2 are almost constant
with location through the postcombustion flow path. Because the
formation of NOy species occurs in the LPT, scaling based on
turbine inlet parameters as in Fig. 4 is less useful.

Overall, �SO3
sourced to trace chemistry through the turbine and

exhaust nozzle is typically 0.5–1% at higher power operating con-
ditions, falling to values �0.1% at low power modes. Only at the
lowest temperature, the lowest pressure over all cycles examined
�typical of idle power for an older in-service engine� is the con-

Fig. 4 Explanation of variance in conversion efficiency trends
as a function of technology and flight condition using Da
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version of SO3 to H2SO4, a significant fraction of SOx oxidation.
Trends for conversion to NOy are more dependent on cycle de-
sign, as results exhibit both increasing and decreasing �NO2

and
�HONO as a function of operating mode. This is a result of the
sensitivity of the NOy kinetics to changes in temperature and pres-
sure discussed previously in this section and is most evident for
large engines. A good example in Fig. 3 is where the largest thrust
class simulated �highlighted in green� exhibits a monotonic in-
crease in �NO2

with decreasing operating mode. Apart from these
exceptions, oxidation to HONO is typically 2% of NOy at high
power, falling to values similar to SO3 at idle and approach,
�0.1%. Similarly, conversion to NO2 in the turbine is typically
2.5% for higher power modes and �0.1% at low power. Note that
NOy trends with power condition are generally opposite in the
combustor. Calculated HNO3 is produced at less than 0.3% NOy
for all cases.

6 Uncertainty and Bias
In this section, we estimate the magnitude of three important

sources of uncertainty in modeling trace species emissions from
gas turbine engines: uncertainty in chemical kinetic rate param-
eters, uncertainty in initial conditions, and modeling uncertainty
associated with the fidelity with which turbomachinery fluid me-
chanics are represented. Uncertainties in rate parameters and ini-
tial conditions, fundamental to all attempts to estimate intraengine
conversion efficiency, are addressed first in Sec. 6.1 using the
calculations summarized in Sec. 5 as a basis. Sensitivities to initial
conditions outlined in Sec. 6.1 will clarify the importance of com-
bustor processing to subsequent oxidation through the turbine and
exhaust nozzle. Section 6.2 then addresses the influence of turbo-
machinery fluid mechanics on conversion efficiency. From these
results, we can infer the potential role of flow temperature and
velocity nonuniformities in the combustor dilution zone. Figure 2
indicates the impact of these nonuniformities by the hatched area.
In Fig. 2, rate parameter and initial condition uncertainties would
change the locations of iso-�� contours.

6.1 Rate Parameters and Initial Conditions. Our analysis
of sensitivity to rate parameter and initial condition uncertainties
focuses on the 1D treatment of the turbine flow presented in Sec.
5. Simulations were performed in which rate parameters and inlet
species levels were individually perturbed for the 1D analyses
summarized in Fig. 3 to determine changes in exit plane emission
levels. First, as shown in Eq. �4�, exit plane relative sensitivities
S
 of a given species to a given model parameter, 
, were com-
puted by running the 1D model with perturbation �
. Then, rela-
tive sensitivities were multiplied by the estimated uncertainty �

in the given parameter and summed in quadrature to yield the
overall relative uncertainty ��X /X� in the predicted species emis-
sion level, as shown in

S
 =
1

X

	�X


�




�X

X
=��




�S
�
�2 �4�

Uncertainties in rate parameters were obtained from literature
reviews. Uncertainties in species initial conditions were specified
as variances in EI �g/kg fuel� by a relative standard deviation.
These values represent the uncertainty in the original data used to
specify emissions for the cycles simulated and are derived from
variance in certification measurements and expected fuel compo-
sition. Specifications are summarized in Table 4.

The sensitivity to initial conditions is summarized in Table 5. In
the table, S is the average sensitivity over all engine cycles and
operating conditions, presented as the ratio of a percent change in
an independent species at the turbine inlet �columns� referenced to
the percent change in a dependent species at the engine exit

�rows� on a molar basis. Results for S are highlighted in the blue
columns. �S�T� and �S��� are, respectively, the change in S from
the lowest to the highest temperature cycle measured by T4 �which
correlates with the oldest to the newest technology, and low power
to high power� and from the shortest residence time to the longest.
In Table 6, a negative trend is highlighted in red and a positive
trend highlighted in green. Entries with insignificant values, here
distinguished by an absolute value smaller than 0.045, are left
blank.

Sensitivities are generally smaller than 1, and most of the sen-
sitivity parameters that have significant values are correlated with
turbine inlet temperature or residence time or both. Self-
sensitivities are in the order of 1 and are dominant compared with
other values, signifying the low level of interaction between SOx
and NOy chemistries. Sensitivities of all species to O, H, and HO2
are �0. Given the discussion in Sec. 4, the sensitivity to OH is
expectedly larger, but still much less than 1, reinforcing the idea
that SOx and NOy chemistries are a minor draw on the radical
pool in comparison to reactions within the HOx family or among
reactive oxidants generally. The correlation of sensitivity param-
eters with T4 and residence time for all species and cycles can be
summarized as shown in Table 6. This is an alternate way of
visualizing results for �S�T� and �S���.

The analysis for rate parameters employed the full reaction
mechanism listed in Table 7, but we focus on major species inputs
and dominant reactions identified using molar production rates
and parametric sensitivity gradients. Figure 5 plots an estimate for
the relative standard deviation for key species, which sums con-
tributions from variance in initial conditions and uncertainty in
rate parameters. Similar estimates are also provided for �SO3

,
�NO2

, and �HONO. The filled bars show the median values. The
whiskers mark the minimum and maximum values to depict the
potential range in relative uncertainty with changes in engine
technology or operating condition.

The relative uncertainty in NOy and SOx species is seen to

Table 4 Specifications for rate parameter and initial condition
uncertainty

Rate parameters
Reaction � log10�k�

H+O2=O+OH 0.3
HO2+OH=H2O+O2

0.3
H2O+O=2OH 0.2
SO2+O�+M�=SO3�+M� 0.4
SO3+H2O=H2SO4

0.5
SO3+O=SO2+O2

0.4
SO2+OH=SO3+H 0.4
SO2+OH�+M�=HOSO2�+M� 0.4
HOSO2+O2=SO3+HO2

0.5
NO+O�+M�=NO2�+M� 0.5
NO2+O=NO+O2

0.1
NO2+H=NO+OH 0.1
NO+HO2=NO2+OH 0.4
HONO+OH=NO2+H2O 0.3
NO+OH�+M�=HONO�+M� 0.3
HONO+O=OH+NO2

1.0

Initial conditions
Species 1� EI

�unless noted otherwise�

CO2
0.4%

H2O 2.5%
O2

1.0%
NOx

15%
CO 21%
SOx

35%
OH OH/3 to 3 OH
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increase with oxidation state and is largest for the inorganic acids
HNO3 and H2SO4. As a fraction of the total uncertainty, rate
parameter variance is a small contribution relative to the impact of
initial conditions for the major combustion products as well as NO
and SO2. Rate parameter variance is roughly equal in importance
to initial condition uncertainty for NO2 and HONO. For SO3,
H2SO4, and HNO3, rate parameter uncertainties are dominant. To
understand how these uncertainties impact � for the turbine and
exhaust nozzle, Fig. 3 shows error bars around the median result
in Fig. 5 that represent uncertainty in �. The magnitude of the
variance due to rate parameter and initial condition uncertainty is
less than the differences across engine types.

6.2 Temperature and Velocity Nonuniformities. Fluid me-
chanical phenomena have an important influence on oxidation in
the SOx family in the early stages of the turbine. In general, flow

nonuniformities in the turbine flow can result in an increased op-
portunity for oxidation. To estimate the magnitude of impact, and
thus the uncertainty in using a 1D approximation, we demonstrate
these influences using higher-fidelity computational tools to esti-
mate the impact of fluid-chemical interactions through the first
stage of a HPT typical of current in-use engines. Turbomachinery
reacting flows are computationally demanding. The scenarios pre-
sented were developed to capture the primary phenomena that
affect trace chemistry for the high power operating conditions
where �SO3

, �NO2
, and �HONO through the turbine and exhaust

nozzle are highest. By inference, it should also be expected that
temperature and velocity nonuniformities in the combustor should
be similarly important for SOx chemistry, but models addressing
the relevant dilution jet and liner flows have not yet been
developed.

The reacting flow solution for the multidimensional case was
produced using the CNEWT code �1�. CNEWT combines well-
established computational fluid dynamics �CFD� and chemical ki-
netics solution mechanisms within a structure capable of calculat-
ing reacting internal flows. CNEWT is built on the NEWT

turbomachinery CFD code �49�, which employs a vertex-centered,
finite-volume solution method incorporating a Runge-Kutta time
discretization scheme to solve the full Reynolds-averaged Navier–
Stokes, conservation of mass, and conservation of energy equa-
tions for three-dimensional geometries. Chemical mechanisms are
represented using a system of ordinary differential equations
�ODEs� handled through CHEMKIN routines and solved using VODE

�50,51�. To complete the fluid-chemical integrations under the

Table 5 Sensitivity coefficients. Values of S smaller than 0.045 are considered insensitive to
the perturbations and are not shown. For correlation coefficients „R2

… smaller than 0.2, �S„T…
and �S„�… are randomly scattered and not shown

Species

perturb O2 perturb CO

S �S�T� �S��� S �S�T� �S���

NO2
0.214

HONO −0.057 0.137 0.060 −0.065 0.264
HNO3 −0.039 0.273 0.157 0.095
SO3

0.125 0.205 0.127
H2SO4 −0.005 0.273 0.189

perturb CO2 perturb H2O

Species S S S S �S�T� �S���

NO2
HONO 0.060 0.205
HNO3

0.088 0.205 0.157
SO3 −0.094 −0.106
H2SO4 −0.045 −0.055 −0.050 0.922 −0.133

perturb NOy perturb SOx

Species S �S�T� �S��� S �S�T� �S���

NO2
0.805 −0.273 −0.294

HONO 0.942
HNO3

0.710 −0.752
SO3 −0.036 0.999
H2SO4 −0.028 0.998 0.013

perturb OH

Species S �S�T� �S���

NO2
0.043 −0.137

HONO 0.231 −0.504
HNO3

0.373 −0.956 −0.830
SO3

0.063 −0.080
H2SO4

0.061

Table 6 Marginal trends

Trend
Species

↑T ↑�

SOx NOy SOx NOy

O2 S↑ S↑ S↔ S↑
CO S↔ S↔ S↑ S↓
CO2 S↓ S↓ S↔ S↑
H2O S↔ S↓ S↑ S↑
OH S↔ S↓ S↔ S↓
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passive chemistry approximation in CNEWT, the flow and chemis-
try algorithms are decoupled, with the latter parallelized to better
handle large systems of equations.

Computational grids were constructed so as to emphasize only
circumferential and axial flows, thus establishing what is essen-
tially a 2D computation for the nozzle guide vane �NGV� and first
HPT rotor. The radial dimension was ignored because the key
fluid mechanics that impact chemistry are captured in midspan.
This includes the impact of a cool boundary layer on oxidation,
the impact of a nonuniform temperature profile at the combustor
exit, the bulk evolution of species through the freestream, and the
unsteady mixing of NGV blade wakes through the rotor. Three
pitches for the NGV and five for the rotor were calculated simul-
taneously in separate calculations to match the periodicity of a
typical engine turbine stage. These calculations were connected
using an inlet mask to propagate the NGV flow into the rotor

Table 7 Reaction mechanisms. Notes: * Efficiencies for reactions 1,3,5,6,9, and 10: H2=2.5, H2O=12, CO=1.9, CO2=3.8, AR
=0.75. † Efficiencies for reactions 23, 24, 25, 28, and 30: AR=0.75. ‡ Efficiencies for reactions 40 and 44: H2=2.5, H2O=12, CO
=1.9, CO2=3.8. ** Efficiences for reactions 54: N2=1.3, H2O=12. †† Efficiencies for reactions 55: H2O=10. ‡‡ Efficiencies for
reactions 57: N2=1.5, H2O=10.

Reaction
troe=Troe form parameters
low=low-pressure form

A �cm mol sec K�
E �cal/mol� Reaction

troe=Troe form parameters
low=low-pressure form

A �cm mol sec K�
E �cal/mol�

A b Ea A b Ea

1* H2+M=H+H+M 4.57E+19 −1.4 104,440 22 HNO+H=NO+H2 4.40E+11 0.7 650
2 O+H2=H+OH 5.08E+04 2.7 6290 23† NO+O�M�+NO2�+M� 1.30E+15 −0.8 0

3* O+O+M =O2+M 6.16E+15 −0.5 0 troe 0.957 /1E−90 /8.332E+03 �low→ 4.72E+24 −2.87 1551
4 H+O2=O+OH 1.91E+14 0.0 16,440 24 NO+O�+M�=NO2�+M� 1.52E+15 −0.4 0

5* H+O2�+M�=HO2�+M� 1.48E+12 0.6 0 troe 0.82 /1E−90 /1E+90 �low→ 3.1E+19 −1.32 735.2

troe 0.5 /1E−30 /1E30 �low→ 3.482E+16 −0.411 −1115 25† NO+OH�+M�=HONO�+M� 1.99E+12 −0.1 −721
6* H+O+M =OH+M 4.71E+18 −1.0 0 troe 0.62 /1E−90 /1E+90 �low→ 5.08E+24 −2.51 −67.6
7 OH+H2=H2O+H 2.16E+08 1.5 3430 26 NO2+H2=HONO+H 7.33E+11 0.0 28,810
8 H2O+O=OH+OH 2.97E+06 2.0 13,400 27 NO2+O=O2+NO 1.05E+14 0.0 0.0

9* H2O2�+M�=OH+OH�+M� 2.95E+14 0.0 48,380 28† NO2+O�+M�=NO3�+M� 1.33E+13 0.0 000

troe 0.5 /1E−90 /1E90 �low→ 0.12E+18 0.0 45,500 troe 0.826 /1E−90 /3.191E+0.3 �low→ 1.49E+29 −4.08 2467

10* OH+H+M =H2O+M 2.21E+22 −2.0 0 29 NO2+H=NO+OH 1.32E+14 0.0 362
11 HO2+O=O2+OH 3.25E+13 0.0 0 30† NO2+OH�+M�=HNO3�+M� 2.41E+13 0.0 0
12 HO2+H=H2O2 1.66E+13 0.0 823 treo 0.837 /1E−90 /1657E+03 �low→ 6.42E+32 −5.49 2350
13 HO2+H=OH+OH 7.08E+13 0.0 295 32 HO2+NO=NO2+OH 2.11E+12 0.0 −479
14 HO2+OH=H2O+O2 2.89E+13 0.0 −497 32 NO2+NO2=NO3+NO 9.64E+09 0.7 20,920
15 HO2+HO2=H2O2+O2

�duplicate� 4.20E+14 0.0 11,982 33 NO2+NO2=2NO+O2 1.63E+12 0.0 26,120
16 HO2+HO2=H2O2+O2

�duplicate� 1.30E+11 0.0 −1629 34 HNO+O=OH+NO 1.81E+13 0.0 0
17 H2O2+O=OH+HO2 9.55E+06 2.0 3970 35 HNO+OH=H2O+NO 1.30E+07 1.9 956
18 H2O2+H=H2O+OH 2.41E+13 0.0 3970 36 HNO+NO2=HONO+NO 6.02E+11 0.0 1987
19 H2O2+H=HO2+H2 4.82E+13 0.0 7950 37 HONO+O=OH+NO2 1.20E+13 0.0 5961
20 H2O2+OH=H2O+HO2

�duplicate� 1.00E+12 0.0 0 38 HONO+OH=H2O+NO2 1.70E+12 0.0 520
21 H2O2+OH=H2O+HO2

�duplicate� 5.80E+14 0.0 9557 39 HCO+M =H+CO+M 1.86E+17 −1.0 17,000

40 HCO+O2=CO+HO2 7.58E+12 0.0 410 56 SO2+OH=SO3+H 4.90E+01 2.7 23,800
41 HCO+O=CO+OH 3.02E+13 0.0 0 57‡ SO+O�+M�=SO2�+M� 3.20E+13 0.0 0
42 HCO+H=CO+H2 7.23E+13 0.0 0 troe 0.55 /1E−30 /1E+30 �low→ 0.29E+25 −2.9 0
43 HCO+OH=CO+H2O 3.02E+13 0.0 0 58 SO+OH=SO2+H 5.20E+13 0.0 0
44 CO+O�+M�=CO2�+M� 1.80E+10 0.0 2384 59 SO+OH+M =HOSO+M 8.00E+21 −2.2 830

troe: n/a �low→ 1.35E+24 −2.788 4191 60 SO+O2=SO2+O 6.20E+03 2.4 3050
45 CO+O2=CO2+O 2.53E+12 0.0 47,700 61 HOSO+M =SO2+H+M 5.90E+34 −5.7 50,900

46* CO+OH=CO2+H 1.40E+05 1.9 −1347 62 HOSO+OH=SO2+H2O 1.00E+12 0.0 0
47 CO+HO2=CO2+OH 3.01E+13 0.0 23,000 63 HOSO+O2=SO2+HO2 1.00E+12 0.0 1000
48 NO+HCO=HNO+CO 7.33E+12 0.0 0 64 HSO2+M =SO2+H+M 1.20E+28 −4.1 18,900
49 NO2+HCO=CO+HONO 1.26E+23 −3.3 2354 65 HSO2+M =HOSO+M 1.10E+21 −2.0 29,900
50 NO2+HCO=H+CO2+NO 8.43E+15 −0.8 1927 66 HOSO2=HOSO+O 5.40E+18 −2.3 10,630

51* NO2+CO=CO2+NO 9.03E+13 0.0 33,780 67 HOSO2+M =SO3+H+M 3.20E+16 −0.8 53,700
52 SO3+O=SO2+SO2 4.40E+11 0.0 6100 68 HOSO2+H=SO2+H2O 1.00E+12 0.0 0
53 SO3+SO=SO2+SO2 1.00E+12 0.0 4000 69 HOSO2+O=SO3+OH 5.00E+12 0.0 0

54** SO2+O�+M�=SO3�+M� 9.20E+10 0.0 2384 70 HOSO2+OH=SO3+H2O 1.00E+12 0.0 0
treo: n/a �low→ 4.00E+28 −4.0 5250 71 HOSO2+O2=SO3+HO2 7.80E+11 0.0 656

55†† SO2+OH�+M�=HOSO2�+M� 1.21E+12 0.0 0 72 SO2+NO2=SO3+NO 6.30E+12 0.0 27,000

troe 0.35 /1E−30 /1E+30 �low→ 1.87E+31 −4.61 2050 73 SO3+H2O=H2SO4 7.23E+08 0.0 0

Fig. 5 Relative uncertainties in species concentrations and
conversion efficiencies

Journal of Engineering for Gas Turbines and Power MARCH 2008, Vol. 130 / 021505-11

Downloaded 02 Jun 2010 to 171.66.16.107. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



domain. Blade surfaces are set to a lower temperature boundary
condition relevant to cooling air, but no film cooling mass is
added in the solutions.

The variation in combustor exit properties represents the impact
of typical exit nonuniformity, specified as a sinusoidal circumfer-
ential temperature profile with magnitude dependent on the given
pattern factor. For a high efficiency, nearly adiabatic combustor,
changes in temperature at the combustor exit are related to the
variation in the initial FAR of the exhaust arriving at the exit. To
calculate the FAR profile, an adiabatic flame temperature calcula-
tion was performed to find the FAR associated with the tempera-
ture at each point on the combustor exit profile. The local FAR,
temperature, and pressure thus constitute the necessary compo-
nents for the initial condition specification conducted for each
point specified for the temperature profile.

Figure 6 shows the distribution of SO3 across the NGV and a
snapshot across the rotor for the high power, high pattern factor
and high sulfur case outlined in Table 2. Radial and circumferen-
tial temperature nonuniformities at the combustor exit plane act to
segregate the chemically active regions of the turbine flow. This
influence is evident with a tenfold increase in oxidation to SO3 as
the highest temperature combustor flow moves over the cooled
center blade, but there are smaller changes for the top and bottom
blades �which are also cooled� where temperatures are lower. This
difference occurs because of the increased residence time near the
blade surface at temperatures favorable to SO3 formation. For the
equivalent low power case, the difference is more pronounced
�although the enhancement is quantitatively smaller� and the in-
crease happens only for sections exposed to the hotter flow.

Between blade rows, wake mixing occurs at constant pressure,
and dilution of the oxidized sulfur with higher temperature air
moves kinetics in the wake in the opposite direction from the
near-blade effect. However, the mixing time scale of wakes,
which is generally on the order of the flow time through a full
component or the full engine, is restricted by the row spacing.
Thus, the boundary layer enhancement persists as a permanent
augmentation. This can be seen in Fig. 6. Similar features to the
NGV exit are found at the stage exit, and it can be seen that
additional flow has been exposed to the cooled blade as upstream
wakes are chopped and migrate through the rotor passage. Un-
steady chopping of wakes into downstream blade rows enhances

mixing by increasing the interfacial surface area, but this is a
minor effect. The net impact is an increase in oxidation through
the stage, resulting from temperature gradients near the blade.

Comparatively, the bulk flow exhibits very little change through
the stage, which is the result a 1D analysis would suggest. This
difference is illustrated notionally in Fig. 2. The solid line repre-
sents the 1D analysis, the evolution of mean temperature and pres-
sure through the engine. The shaded area depicts the range of
temperatures across the blade row. Only a small fraction of the
flow moves through these regions, but it can be seen that the
cooler regions enable higher conversion efficiencies. The dashed
line is included to suggest the persistence of these temperature
changes through the engine. Since trace chemical activity is slow
compared to turbulent time scales, the dominant role of turbulence
should be in determining mixing rates, and we expect the k-�
model employed to approximately capture this effect. Increased
turbulence will increase mixing, affecting temperature gradients in
the flow, and decreasing the overall conversion efficiency.

Similar features are evident for both HONO and NO2, but since
HONO production potential is significant only later in the gas path
at the conditions simulated, temperature and residence time non-
uniformities in this set of calculations have less impact on HONO
as compared to NO2 and SO3. This can be seen in Fig. 7, which
summarizes ensemble-averaged results from all multidimensional
simulations outlined in Table 2. Sensitivities and uncertainties in
rate parameters and initial conditions discussed in the previous
section apply equally to these results. In particular, we would
expect to find a similar influence from changing the EINOx, as
presented previously.

The lack of HONO response is generally applicable only to the
extent that nonuniformities are less significant at locations down-
stream in the gas path where HONO is more active. For SO3, the
impact of power setting is the most important factor, suggesting
that nonuniformity effects predominate at higher power modes
and for more recent engines. The influence of pattern factor de-
pends on the response of oxidation rates to temperature variations,
with a 1% increase in �SO3

and a 0.2% decrease in �NO2
resulting

from a factor of 3 decrease in the pattern factor. Except for the
low power condition, variation in the sulfur level has an insignifi-
cant impact based on our estimation of the absolute accuracy lim-

Fig. 6 Distribution of SO3 and temperature across a turbine stage
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its of the numerical calculation. At low power, altering the fuel
sulfur level from 500 ppm to 10 ppm results in a 0.4% reduction
in �SO3

, which is comparable to the total oxidation through the
stage at high FSC. However, in context, note that most conversion
for the lower power conditions occurs within the combustor.

Secondary flows, mass injection through the blade, and end
wall boundary layers were not modeled, but we can provide some
evaluation of the direction of influence. End wall cooling can
enhance stage oxidation since the cooled surface area at the blade
row hub and casing is comparable to the cooled blade surface
area. For mass injection, sensitivity results suggest that added O2
would tend to increase the production of SO3 but decrease that of
HONO and NO2. However, cooling schemes are generally of high
film effectiveness across the blade surface, and the resulting un-
mixedness may keep the freestream flow at a higher temperature
than depicted in the solutions shown in Fig. 6, reducing reactivity
and thus oxidation �52�. Comparatively, this change in the tem-
perature to which the SOx chemistry would be exposed is stronger
than the impact of compositional changes �O2�, suggesting that
the augmentations in conversion shown would be lower with mass
injection represented.

Based on a comparison between 1D model approximations and
the 2D solutions, it is estimated that flow nonuniformities account
for an additional 0-2% SOx conversion to SO3 for each cooled
turbine stage. The higher end of this range is relevant to high
power conditions or, equivalently, higher temperature cycles. This
can be a significant fraction of the total conversion efficiency
realized at the engine exit and thus represents a bias error in using
1D analyses to predict exit emissions of sulfate aerosol precursors.
In-service engines typically carry one to two cooled stages.

While the simulations show spatial impacts on NOy chemistry
through the turbine stage, a summary conclusion regarding
HONO and NO2 is not clear. There is generally no oxidation to
HONO at high power conditions through the turbine stage, and a
small negative influence from temperature and velocity nonunifor-
mities at low power of 0% to −0.5% for the stage. This is despite
the similarly enhanced near-blade oxidative activity as in the case
of SO3. Downstream temperature forcing in regions of the flow
path where HONO is more active would be lower in the absence
of cooling. In reference to the technology trends outlined above,

this suggests that a 1D analysis captures the bulk of the HONO
activity through the turbine and exhaust nozzle and further em-
phasizes that for low power conditions or older engines, likely
conversion to HONO after the combustor would be minimal. The
magnitude of impact from temperature and velocity nonuniformi-
ties on NO2 is comparable to the stage conversion, but the sign of
impact for NO2 was ambiguous, being positive for high power
and negative for low power. Given the trends exhibited in the 1D
analysis, it should be recognized that the design of the turbine is a
significant influence on the sign of the result, and we can at most
estimate here that nonuniformities represent added variability in
the 1D simulations of 1%.

7 Summary
Aerosol precursors form through the combustor dilution zone,

turbine, and exhaust nozzle of gas turbine engines. The in-
traengine environment is more important to the production of con-
densable volatile PM in the area near an aircraft than emissions
processing in the engine plume. However, due to an inefficient
combination of thermodynamic and kinetic factors, there is, over-
all, little opportunity for the production of SO3, the most likely of
the precursors to result in volatile PM.

Comparing combustor �SO3
to conversion magnitudes through

the postcombustor gas path suggests that SO3 production in older
technology engines would tend to be located in the combustor,
whereas for more recent cycle designs, the turbine and exhaust
nozzle have a more prominent role. Since the combustor is likely
the dominant source of precursors for most power conditions, fur-
ther research should focus on a more detailed investigation of the
combustor.

Best estimates for aerosol precursor production from in-service
commercial engines are summarized in Fig. 8. The figure shows
the conversion efficiencies for each of the eight cycles examined
at each of the five operating modes simulated �Table 1�. The val-
ues shown result from a Monte Carlo simulation sampling from
distributions based on the results of this analysis. The distribution
of combustor oxidation is specified uniform, bounded by the mini-
mum and maximum estimated � over the cooling schedules and
residence times summarized in Fig. 3. A random value chosen
from this distribution is added to the � estimated for the turbine
and exhaust nozzle, as shown in Fig. 3. Finally, a uniformly ran-
dom value is selected in the interval 0–2% for �SO3

and added for
cases similar to the high power conditions simulated to account
for the impact of temperature and velocity nonuniformities. Simi-
larly, a random value from the interval −0.5% to 0% for �HONO is

Fig. 7 Effect of nonuniformity as a function of power setting
„P…, pattern factor „PF…, and FSC

Fig. 8 Best estimate conversion efficiencies „�SO3
, �HONO, and

�NO2
… as a function of technology and operating mode
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added for low power cases, and a random value between −1% and
1% is added to all cases for �NO2. The conversion efficiency esti-
mated in this fashion is then perturbed to account for uncertainties
related to uncertainty in rate parameters and initial conditions us-
ing the relevant value from Fig. 5.

The mean results are consistent with measurements of sulfur
and nitrogen precursors. Although HONO and NO2 oxidation can
be on the order of 10%, particularly at low power conditions, we
would not expect nitrate contributions to particulate mass until
well after the plume mixes with the atmosphere. Thus, the focus
rests upon the conversion efficiency �SO3

to evaluate volatile PM
emissions that may impact the surroundings near an aircraft. In
contrast to NOy species, SOx chemistry is active over the entire
operational range of aircraft currently in the fleet. The trends ex-
amined here suggest that mean �SO3

is limited to the range of
2.8%–6.5%. This reflects technological differences within the
fleet, the variation in oxidative activity with operating mode, and
modeling uncertainty. Note an additional 1–2% conversion to
SO3, and up to 1% for HONO �and NOy� may be realized in the
plume.

Since fuel flow increases with power setting, the SO3, NO2, and
HONO emission rates �e.g., Kg/s� will be higher at take-off and
climb than that suggested by the conversion efficiencies in Fig. 8.
Subsequently, for the landing take-off cycle, higher levels of sul-
fate in the near-field plume can be expected along the departure
portion of a flight profile as opposed to landing. Assuming that
sulfur-derived volatile PM is most likely, these results suggest
emission indices of 0.06–0.13 g /Kg fuel sourced to intraengine
conversion, assuming particles nucleated as 2H2SO4·H2O for a
FSC of 500 ppm �EIS of 0.5 g /Kg fuel�. These values are similar
to EIs for a nonvolatile particulate, as interpreted from measure-
ments. Thus, on a mass basis, the impact of aviation volatile PM
on local air quality is likely to be roughly comparable to the
impact of aviation soot.
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The Effect of Liquid-Fuel
Preparation on Gas Turbine
Emissions
The emissions of liquid-fuel fired gas turbine engines are strongly affected by the fuel
preparation process that includes atomization, evaporation, and mixing. In the present
paper, the effects of fuel atomization and evaporation on emissions from an industrial gas
turbine engine were investigated. In the engine studied, the fuel injector consists of a
coaxial plain jet airblast atomizer and a premixer which consists of a cylindrical tube
with four mixing holes and swirler slits. The goal of this device is to establish a fully
vaporized, homogeneous fuel/air mixture for introduction into the combustion chamber
and the reaction zone. In the present study, experiments were conducted at atmospheric
pressure and room temperature as well as at actual engine conditions (0.34 MPa, 740 K)
both with and without the premixer. Measurements included visualization, droplet size,
and velocity. By conducting tests with and without the premixing section, the effect of the
mixing holes and swirler slit design on atomization and evaporation was isolated. The
results were also compared with engine data and the relationship between premixer
performance and emissions was evaluated. By comparing the results of tests over a range
of pressures, the viability of two scaling methods was evaluated with the conclusion that
spray angle correlates with fuel to atomizing air momentum ratio. For the injector stud-
ied, however, the conditions resulting in superior atomization and vaporization did not
translate into superior emissions performance. This suggests that, while atomization and
the evaporation of the fuel are important in the fuel preparation process, they are of
secondary importance to the fuel/air mixing prior to, and in the early stages of the
reaction in, governing emissions. �DOI: 10.1115/1.2771564�

Introduction
To meet increasingly stringent emissions regulations, combus-

tors for the next generation of advanced gas turbine engines are
being designed to reduce pollutant formation while maintaining
efficient performance. In order to achieve low emissions combus-
tion, many strategies are being considered. One strategy that is
now common is the use of lean premixed combustion for gaseous
fuels �1,2�. By operating under well mixed and at lean conditions,
reaction temperatures can be reduced both locally and on average.
For liquid fired systems, achieving low emissions requires not
only sufficient mixing of fuel vapor and air, but also sufficient
time for atomization and vaporization. If liquid droplets enter the
reaction zone, combustion of the vapor produced by these droplets
can take place near stoichiometric conditions depending upon the
local conditions �3�. As a result, the preparation of the fuel/air
mixture for liquid fired systems is inherently more complicated
than it is for gaseous fuels �4�.

Operating fuel lean, with prevaporized fuel and premixing with
air �LPP�, has demonstrated low emission levels �1,5,6�. LPP in-
volves the introduction of a uniformly lean mixture of fuel vapor
and air into the combustor. There are several investigations about
evaporation and mixing of liquid fuel in the LPP system �5,7,8�.
The process in the present system is typical of LPP systems and
involves several relatively discrete steps—a twin-fluid atomiza-
tion approach, followed by vaporization and mixing. Twin-fluid
atomization is commonly used in gas turbine applications to en-
hance mixing and the production of fine droplets with relatively

low liquid pressure drops �9,10�. The rate of vaporization/mixing
is determined largely by the enthalpy and fluid mechanics of the
combustion and swirl air.

The study of spray phenomena for gas turbines is challenging
due to the difficulties of acquiring information at engine condi-
tions. Droplet size distribution, velocity, and evaporation are criti-
cal for fuel-air mixing inside the combustor, but it is difficult to
investigate these characteristics at actual engine conditions. As a
result, it is common to conduct measurements in lower pressure
and nonreacting test rigs. However, many aspects of the behavior
of spray at lower pressure conditions may not be representative of
the behavior in the engine. Literature regarding scaling methods
for two-phase phenomenon in gas turbine combustion is sparse,
but work describing strategies for identifying operating conditions
that enable measurements at low pressure and temperature while
conserving certain flow quantities such as momentum ratio, pres-
sure loss, Re, M, or St can be found �11–15�. To date, no studies
that systematically explore the relative behavior of atomization,
vaporization, and mixing at engine conditions and relating them to
emissions performance have been conducted. As a result, the cur-
rent study has been undertaken.

The objective of the present study is to relate the atomization,
vaporization, and mixing phenomena occurring within a fuel
injector/premixer assembly to emissions performance of a small
gas turbine operated on Diesel Fuel No. 2 �DF-2�.

Approach
The overall approach taken in the present study to accomplish

the objectives is as follows:

• Select an injector that is suitable to meet the objective of the
present study;

• Characterize the emissions produced by the gas turbine en-
gine operating at baseline conditions and at conditions
where the atomization is systematically varied;
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• Characterize the spray produced by the engine fuel injector
in the absence of the premixer hardware under engine and
scaled conditions;

• Characterize the spray produced by the engine injector/
premixer assembly under engine and scaled conditions;

• Analyze the results and assess the relative roles of atomiza-
tion, vaporization, and mixing in the emissions perfor-
mance; and

• Analyze the results to evaluate the relative merit of differ-
ence scaling strategies for the injector operation in produc-
ing “engine like” behavior.

Experiment

Injector. The injector selected for this study �Fig. 1� is the the
fuel atomizer/premixer assembly used in the Capstone Turbine
Corporation C30 microturbine generator �MTG�. The injector was
selected because the configuration of the atomizer is very simple.
Figure 1 also illustrates a mechanistic representation of the spray
phenomena that occur within the assembly and are the basis for
the objectives of the study.

The premixer has a length Lpremixer, which is the length the
atomized fuel droplets have to vaporize and mix with air before
they are reacted. The residence time tresidence and evaporation time
tvap are key parameters that determine the extent to which the fuel
has vaporized prior to entry into the combustion chamber. The
spray is produced by an air-blasted plain jet atomizer that features
centerline injection of a liquid column surrounded by a coflowing
high velocity annulus of air. The premixer incorporates a radial
swirler to help aid in mixing and distributing the spray. Air is
added through four round orifices around the atomizer to provide
for combustion downstream of the injector as well as to improve
mixing. Each air stream can potentially play an important role in

the preparation of the fuel/air mixture and therefore influence the
formation of pollutants in the gas turbine combustor. The swirl
and mixing air are referred to as “combustion air.”

Injector experiments were carried out on two test rigs, each of
which is described briefly in this section.

Rig 1: MTG (Microturbine Generator). The first test rig is
the recuperated Model C30 liquid fired microturbine generator.
The gas turbine is shown in Fig. 2. The Capstone C30 Microtur-
bine Generator shows a photograph of the integrated gas turbine/
recuperator along with a cross section through the combustor in a
plane perpendicular to the engine shaft. The plane shown cuts
through the three fuel injectors which introduce fuel and air tan-
gentially into the combustor.

Mtg Instrumentation. The MTG was retrofitted with additional
instrumentation to monitor conditions inside the fuel injector. One
of the three injector assemblies was fabricated to allow the con-
nection of pressure �pressure transducers� and temperature �ther-
mocouple� measuring devices near the airblast nozzle exit of the
injector during operation. The instrumented assembly is shown in
the lower left corner of Fig. 2. Data obtained with this instrumen-
tation were used to establish the conditions to simulate in per-
forming atomization studies of a single injector. An additional air
line was added in order to make it possible to increase atomizing
air flow rate.

Emissions Monitoring. Exhaust emissions were measured with
a Horiba PG 250 emissions analyzer via an extractive sample
probe centered at the exit plane of the exhaust stack. Due to the
recuperator, the products of combustion emitted were completely
mixed and were highly uniform across the exhaust stack. Emis-
sions were characterized for 50–100% load operating conditions.
The accuracy of the measurements is �0.25 ppm NOx and
�2 ppm CO based on instrument specification. The analyzers
were zeroed and spanned before and after each measurement cam-
paign and revealed negligible drift and bias.

Rig 2: High-Pressure Atomization Test Rig. Experiments
were conducted in a facility designed to produce conditions found
in conventional and advanced aero-engine combustors. A picture
of the facility is shown in Fig. 3 and is described in more detail
elsewhere �16–18�. The pressure vessel and window arrangement
used is designed to withstand actual engine conditions. The test
section �described below� is mounted centered within the main
pressure vessel as shown and injects downward at a plane where
various optical ports are available. The entire vessel is suspended
from a 2D horizontal traverse system that allows diagnostics to be
fixed to minimize alignment issues. A seal block located at the
center of the top flange allowed vertical traversing of the test
article within the vessel. All motion is monitored by a magnetic
pickup and a precision readout. dc motors are remotely controlled
from within the facility control room. The system allows position-
ing to within 0.2 mm.

In the present study, experiments were conducted on two dif-

Fig. 1 Liquid atomizer/premixer assembly

Fig. 2 Capstone C30 microturbine generator

021506-2 / Vol. 130, MARCH 2008 Transactions of the ASME

Downloaded 02 Jun 2010 to 171.66.16.107. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



ferent injector configurations. The first configuration utilized the
fuel injector/premixer assembly as shown in Figs. 1 and 4. The air
box is designed to allow the swirl and mixing air to be admitted
into the premixer in a manner similar to that which occurs in the
engine. The second configuration consists of the fuel injector at-
omization elements in the absence of the premixer as shown in
Fig. 5. This “airblast nozzle only” configuration was implemented
to isolate the role of the atomizing air on the atomizer
performance.

All atomization tests were conducted by using the same fuel as
the engine and the same injector hardware as the engine. Compar-
ing the results from the two configurations just described allows
the effect of atomizing air and combustion air on atomization and
evaporation to be isolated.

Figure 6 presents details regarding the internal flow distribution
of the air for the atomizer/premixer assembly and for the atomizer
alone. Since independent control over two preheated air streams
was not available, a flow distribution plate was inserted into the
chamber �“screen plate”�. The plate: �1� provides screen air to
suppress recirculation of mist back up into the measurement plate;
and �2� mimics the boundary conditions utilized in the previous
studies. Since temperatures at the engine conditions achieved
within the high-pressure facility were well above the autoignition

temperature for DF-2 ��500 K� �19�, nitrogen was mixed into air
to weaken the mixture. Nitrogen was added such that the oxygen
concentration in screen air, combustion air, and atomizing air was
reduced from 21% to 9–12% for all tests conditions. Autoignition
was not observed during the test campaign.

Figure 7 presents a cross section of the vessel at the optical
access height. Thirty eight-mm-thick fused silica windows are
used to facilitate optical access at the pressures and temperatures
of interest for the diagnostics utilized which are described briefly
in this section. Internal window cooling/purge was used to main-
tain the clarity of the windows at the conditions studied.

Phase Doppler Interferometry. Droplet size, radial and axial
velocity, and volume flux distributions were measured with a two-
component phase Doppler interferometer �PDI�. A frequency do-
main processor was used �Aerometrics Model RSA 1000�. A fiber
optic coupled transmitter was used with 40 mm beam spacing for
both sets of beams. A 30-deg forward scatter receiver position was
utilized to collect the light refracted by the droplets. While this
angle maximizes signal levels, it does lead to some uncertainty
associated with the change in droplet refractive index as the drop
temperature increases �18�. The uncertainty associated with this
effect, however, does not impact the conclusions drawn from the
PDI measurements. Measurements were taken for the tests with
“atomizer only” at three different locations downstream of the
atomizer exit �Z=25 mm, 50 mm, and 75 mm�.

Visualization. A 1.5-mm-thick laser sheet was formed by direct-
ing the multiline beam from a 5 W Ar+ laser into a −6.3 mm
focal length cylindrical lens. As shown in Fig. 7, the sheet is
oriented such that it can intersect the plane containing the injector
centerline �the sheet is fixed in space relative to the chamber such
that when the chamber is traversed 75 mm laterally the sheet will
intersect the injector centerline�. By recording the scattering of
light sheet by the spray, an estimate of the spray evaporation can
be obtained. Digital images were obtained at 30 frames /s with
1 /100–1 /2000 s exposure times using a Hitachi IEEE-1394 cam-
era �Model KP-D20BU�. One hundred individual frames from the
*.avi file were extracted to *. tif format and then averaged �Me-
dia Cybernetics ImagePro Plus Ver. 5.1�. In addition, single frame
digital images were obtained with a consumer grade 3.2-
megapixel camera.

Fig. 3 High-pressure facility

Fig. 4 Atomizer/premixer assembly

Fig. 5 Injector without premixer tube
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Test Conditions

MTG & Atomizer/Premixer Assembly (Phase 1). All tests were
conducted at a condition equivalent to 100% engine load. In ad-
dition, the atomizing air to liquid mass flow rates �ALR� was
varied from 0.3 to 1.2. Typical engine conditions at 100% are
shown in Table 1. All tests carried out in the high-pressure vessel
were set to the same values found in the engine except for the
combustion air temperature. The highest premixer inlet tempera-
ture that could be attained was 740 K.

Atomizer Only Tests (Phase 2). All tests were carried out at the
following conditions shown in Table 2. Tests with high tempera-

ture were conducted to isolate the spray characteristics without
mixing air and swirler air. Tests at room temperature were done to
verify the scaling method and to investigate the pressure effect on
atomization.

Results

Baseline Performance of MTG. Emission measurement was
obtained for the C30 MTG operated on DF-2 with a set of com-
mercial injectors. Results versus load setting are presented in Fig.
8 for NO and CO emissions. CO emissions decrease with load and
are below 10 ppmvd at 15% O2 for 50–100% load operation. NO
emissions increase with load and are approximately 15 ppmvd at
15% O2 at maximum power output. ALR at maximum power
output �100% load� is set to 0.3.

To help establish the degree to which the premixer is perform-
ing optimally in terms of prevaporizing and premixing the fuel
and air prior to entry into the combustor, the baseline emissions
measurements were compared to results determined for a “nearly
perfect” prevaporized and premixed combustion system �20�. Fig-
ure 9 shows NOx as a function of average reaction temperature for
the baseline results along with the generalized data obtained for
previous mixers �shown by small symbols and a black line�. The
upper slanted line shows the estimated data for diesel fuel using
data obtained by other workers �21�. According to the results
shown in Figs. 8 and 9, it appears that vaporization and mixing in
the C30 liquid fuel injector can be improved. Note that results for

Fig. 6 Pressure vessel internal airflow schematic

Fig. 7 Cross section at optical access height

Table 1 Engine conditions and Phase 1 test conditions

Parameter Setting

Power output �kW� 25
Combustion air press. �MPa� 0.34
Premixer inlet temp. in engine/high-pressure test rig �K� 810 /740
Atomizing air temp. in engine/high-pressure test rig �K� 305 /420
mcombustion air �kg/min� 1.82
Primary equivalence ratio 0.52
mfuel �kg/min� 0.053
matomizing air �kg/min� 0.016–0.064
ALR 0.3–1.2

Table 2 Test conditions for Phase2

Parameter Setting

Screen air press. �MPa� 0.1–0.9
Screen air temp. �K� 300, 740
mfuel �kg/min� 0.027–0.184
matomizing air �kg/min� 0.008–0.064
ALR 0.3–1.2
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a natural gas fired 60 kW MTG operating at similar conditions
and with a similar fuel injection approach but with excellent pre-
mixing �22� affirms this opportunity. As a result, an opportunity to
improve the emissions performance through an improvement in
the vaporization �e.g., reducing droplet size� and premixing of the
injector is apparent.

Spray Behavior

Uncertainty. An evaluation of spray symmetry and repeatability
was carried out to help establish uncertainty in the PDI measure-
ments. Measurements were carried out at 300 K and 0.1 MPa in
the pressure vessel for two orthogonal traverses at a distance of
25 mm downstream of the injector with fuel flow rate of
0.027 kg /min and ALR of 0.3. The results are shown in Fig. 10
which presents error bars based on the differences observed be-
tween the two radial profiles obtained. The ratio of volumetric
flow rate that is determined by integrating the volume flux profile
to metered flowrate of liquid fuel is 0.53–0.86–0.78 for Z
=25–50–75 mm. The ratio is within experimental uncertainty at
50 mm and 75 mm. At 25 mm, the spray density is high enough
to cause some drops to be missed. However, it has been shown
that a lack of mass conservation based on flux measurements does
not mean that measurements of drop size and velocity are incor-
rect �23�. It was observed at higher temperatures and pressures
that the symmetry of the spray structure changed somewhat. It is
hypothesized that thermal expansion of fuel and atomizing the air
line at the tip of the atomizer alters the spray structure.

Premixer Spray Visualization. Figure 11 presents images of the
spray structure obtained from scattering of a laser sheet light in
the plane of the centerline of the system at the engine condition
�0.34 MPa, 740 K, constant fuel flow rate 0.053 kg /min�. The
100 frame time averaged images shown in Fig. 11 reveal little or
no droplet scattering. Careful interrogation of the video images
does reveal the presence of some drops at ALR=0.3 from time to
time �e.g., Fig. 11�a��. At higher ALRs, no drops are observed
exiting the premixer assembly. This result is interesting in that it
suggest that, at the engine condition, some droplets exit the injec-
tor prior to complete vaporization.

Spray Behavior in Absence of Premixer. Spray images obtained
from scattering of a laser sheet and digital camera downstream of
the atomizer are shown in Fig. 12. Images were taken in same
manner as described above. As shown in the time averaged image
of laser sheet scattering and the digital still image �Fig. 12�a��, the
droplets are obviously vaporizing as they move downstream.
However, for the case corresponding to the engine condition �Fig.
12�a��, it is apparent that droplets are still present at Z=75 mm,
which corresponds to the premixer exit plane. Hence, the results
observed for the atomizer only correspond well to the results for
the atomizer/premixer assembly. In both cases, the results suggest
that liquid droplets exit the premixer assembly at engine condi-
tions. This could be a source of the NOx observed in excess of the
perfect mixing case shown in Fig. 9.

PDI measurements of droplet size �presented as Sauter mean
diameter, D32�, volume flux �volume of liquid passing through the
interferometric probe volume cross section per unit time�, and
velocity vectors are presented in Figs. 13–15, respectively.

Figure 13 presents radial profiles of the droplet size distribution
D32. As mentioned above, due to thermal expansion of the fuel
and an atomizing air line, the radial profiles are not symmetric,
but still provide some important insight into the characteristics of
the spray. It is worth noting that the change in symmetry at engine
conditions was observed visually as well as in the PDI profiles.
Hence, the lack of symmetry in the profiles is not a result of
measurement anomalies or errors. Compared to Z=25 mm, with

Fig. 8 Emission versus load output

Fig. 9 Effects of nonuniform fuel and air mixing on NOx
formation

Fig. 10 Symmetry assessment and uncertainty of spray
measurement
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the profiles at Z=50 mm and 75 mm an increase in the distribu-
tion D32 is observed. At the conditions studied �740 K�, small
droplets rapidly vaporize, leaving a larger proportion of larger
drops which therefore increases the D32.

Profiles of volume flux are shown in Fig. 14 and again suggest
the presence of an asymmetry. The results also reveal that droplets
do exist at an axial location corresponding to the exit of premixer
�Z=75 mm�. Furthermore, the results indicate that, as ALR in-
creases, the droplet volume flux decreases.

Hence, at ALR of 1.2, the droplets are smaller and the volume
flux of liquid fuel is lower in number when compared with the
engine condition �ALR=0.3�.

Although the results obtained for the spray in the absence of the
premixer suggest the presence of drops at 75 mm, the addition of
the 740 K swirl and mixing air plays a significant role in the

further evaporation of the drops. This is concluded by comparing
the results from Fig. 11 with Fig. 12. Hence, the vaporization
characteristics of the spray produced by the atomizer cannot be
taken to represent the behavior within the premixer. For example,
previous studies suggest secondary atomization due to combustion
air may be occurring based on Weber number analysis �24�.

Influence of Atomizing Air (ALR=0.3–1.2). Figures 13–15 also
show the influence of ALR. By changing the ALR, the atomiza-
tion behavior of the spray can be altered while maintaining the
rest of the parameters constant. It is important to note that the
atomizing air flow rate is only 1–2% of the total premixer air flow
depending upon the ALR used. As ALR increases a number of
consistent trends are observed. First, Fig. 13 shows that increasing
the ALR substantially reduces the droplet sizes. Second, Fig. 14

Fig. 11 Time averaged and short exposure laser sheet scattering images at the exit of premixer for actual
engine condition cases „fuel flow rate=0.053 kg/min, P=0.34 MPa, T=740 K…

Fig. 12 Digital camera and time averaged laser sheet scattering images of the spray plume for
actual engine condition cases „fuel flow rate=0.053 kg/min, P=0.34 MPa, T=740 K…

021506-6 / Vol. 130, MARCH 2008 Transactions of the ASME

Downloaded 02 Jun 2010 to 171.66.16.107. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



shows that the volume flux is significantly reduced, which is at-
tributed to the smaller droplet sizes. Finally, the axial velocity of
the droplets is substantially higher as ALR increases as shown in
Fig. 15. Since the D32 is lower and axial velocities are higher,
vaporization will occur more quickly due to the higher surface
area and increased convective mass transfer. As a result, it is not
surprising that the volume flux at each axial location is reduced
with ALR. This is further corroborated with the visualization re-
sults shown in Fig. 11.

According to these results, it can be concluded that evaporation
and mixing of fuel vapor and air �combustion air=mixing air
+swirler air� will be promoted at higher ALR. Given the trends
observed with ALR in terms of vaporization and mixing, it is
reasonable to expect that the emissions performance �at least NOx�
for higher atomizing air ALRs should be superior when compared
to the baseline conditions.

In order to verify the effect of ALR on emissions, ALR was
varied at 100% load condition using the MTG with an additional
atomizing air circuit added to independently vary atomizing air

flow. In the tests, ALR was changed from 0.3 to 1.2 at constant
100% power output, constant fuel flow rate, and constant combus-
tion air flow rate. The results are shown in Fig. 16. Interestingly,
the results are completely the opposite of the expected tendencies.
According to the results from atomization tests, it is considered
that higher ALR can promote both evaporation and eventually
mixing. In contrast, NO increased with higher ALR. NO emis-
sions are approximately 35 ppmvd at 15% O2 at ALR=1.2. CO
remains almost constant over the entire range of ALR.

Possible causes for this nonintuitive behavior are hypothesized
as follows. Spray images obtained from the scattering of a laser
sheet reveal the presence of a strong recirculation zone one diam-
eter downstream of the premixer �Fig. 17�, produced by the radial
swirler. Therefore, it can be assumed that the flame will be an-
chored within this region over the entire range of ALR.

The lower ALR cases have greater residence time �=mixing
time� than higher ones due to the difference in droplet velocity as

Fig. 13 Radial profiles of D32 for actual engine condition cases
Fig. 14 Radial profiles of volume flux for actual engine condi-
tion cases
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shown in Fig. 15. Even if droplets are present at the exit of the
premixer, sufficient time exists for vaporization and mixing before
reaching the flame. On the other hand, the higher ALR cases have
shorter residence time than lower ones due to the same reason
above. Even if spray evaporates before reaching the flame there is
not enough time for mixing. Therefore, one possible cause for the
NOx increase with higher ALR is that the mixing process is domi-
nated by residence time, and NOx increases with higher ALR due
to higher droplet velocities. Another possible cause is that the
momentum interaction between fuel spray and combustion leads
to locally rich areas with increasing ALR.

Evaluation of Scaling Methods. Even though experiments
were carried out at actual engine conditions, additional studies

were carried out to investigate the viability of two atomization
scaling approaches. As a first step, pressure scaling was evaluated.
As a result, experiments were carried out at various pressure con-
ditions in order to simulate droplet size distribution and spray
angle. Tests were carried out for the “atomizer only” configuration
at room temperature. First, the actual engine condition was set as
the standard condition �P=0.34 MPa� and atomizing air and fuel
flow rate were changed at each pressure according to scaling strat-
egy. Then the profiles of droplet size were compared with the
standard condition.

Strategy 1. Since the configuration of the atomizer is similar to
a plain jet airblast atomizer used to develop the empirical corre-
lation shown in Eq. �1� �25�, it was considered as a first step to
estimate dominant factors controlling spray characteristics, espe-
cially for D32.

D32

do
= 0.48� �

�AUR
2do

�0.4�1 +
1

ALR
�0.4

+ 0.15� �L
2

��Ldo
�0.5�1 +

1

ALR
� �1�

where D32=the Sauter mean diameter �m�; do=liquid discharge
orifice diameter �m�; �=surface tension �kg /s2�; UR=relative ve-
locity �coflowing�; �A=density of air �kg /m3�; ALR=air to liquid
mass flow ratio; �L=liquid viscosity �kg/m s�; and �L=liquid den-
sity �kg /m3�.

Tests were carried out in room temperature, therefore thermal
property of liquid fuel can be assumed to be identical at each

Fig. 15 Velocity vectors in R-Z plane for actual engine condi-
tion cases

Fig. 16 Emission versus ALR at 100% load

Fig. 17 Recirculation zone downstream of the premixer
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pressure with the assumption of its incompressibility.
According to Eq. �1�, conserving �AUR

2 and ALR �which is
equivalent to conserving the initial kinetic energy of the atomizing
air� should result in the same D32.

Strategy 2. The second strategy involved increasing atomizing
air flow rate to maintain the ratio of set pressure to standard pres-
sure. This method was established in order to keep the momentum
ratio of atomizing air and screen air constant so that the spray
angle was considered to be the same as the standard condition.
ALR was also conserved.

Figures 18 and 19 show still images of the spray obtained by a
digital camera. The results shown in Figs. 18 and 19 can provide
a quantified comparison of spray angle. Figure 20 shows a typical
image of spray at 0.1 MPa along with a representation of the
spray angle measurement procedure. A line profile was drawn
across the image at an axial distance corresponding to 25 mm
downstream of the atomizer. Then a line was drawn intersecting
the center at the exit of the atomizer and the location on the line
profile at which the intensity value was found to be saturated. The
same process was repeated on the other side of the spray, and the
included angle between the two lines is considered to be the spray
angle.

It is observed that the spray cone exhibits a systematic collapse
with higher pressure. This tendency can be observed in previous
work using an air blast simplex nozzle �26�. According to their

work, the spray angle correlates with fuel to atomize air momen-
tum ratio. Figure 21 shows plots of spray angle at 25 mm down-
stream plotted against fuel to air momentum ratio. In the present
study, when matching momentum and ALR �Strategy 1�, at higher
pressure the atomizing air flow rate is increased to keep �AUR

2

constant. However, in order to keep ALR constant, the fuel flow
rate was also increased. Therefore, the fuel to atomizing air mo-
mentum ratio was increased. Because of the relative effect of
�AUR

2 and ALR on fuel to atomizing air momentum ratio, this
strategy doesn’t predict spray angle behavior correctly. The same
basic phenomenon occurs when considering the second scaling
strategy as well.

Figures 22 and 23 present the radial profiles of D32 for each
strategy. The radial profiles included data from a few points be-
yond the centerline as a check on symmetry. These tests were
carried out at room temperature, hence asymmetry due to thermal
expansion is not observed.

The droplet size distribution and spray angle did not match the
results obtained at engine pressures �P=0.34 MPa� using either
strategy. For ambient pressures above 0.2 MPa, a local peak in
droplet size is evident at the centerline at Z=25 mm, 50 mm,
75 mm corresponding to poor atomization of the central liquid
core. At 0.1 MPa the profile reveals a local minimum at the cen-
terline and local maximums at the extreme edge of the spray.

Fig. 18 Digital camera images at the exit of atomizer for Strategy 1 at different
pressure „0.1–0.9 MPa… 300 K cases

Fig. 19 Digital camera images at the exit of atomizer for Strategy 2 at different pressure
„0.1–0.7 MPa… 300 K cases
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Conclusions
This study represents the first documented investigation be-

tween fuel preparation and emissions at actual engine conditions
by using a practical injector in both a controlled, well instru-
mented, laboratory test rig and in a practical gas turbine engine.
The performance of a fuel injector in preparing the fuel/air mix-
ture for combustion was investigated in the laboratory at actual
engine conditions using PDI and flow visualization. The emissions
produced by a commercial microturbine generator operated with
this same injector at the same condition studied in the laboratory.
In the laboratory, two strategies for scaling the atomization from
0.1 MPa to 0.9 MPa were evaluated. One strategy was to match �
AUR2 and ALR, and the second strategy was to keep the momen-
tum ratio of atomizing air and screen air constant. Conclusions
drawn from the study are as follows:

For the range of pressures and temperatures studied, the spray
angle for the air blasted plain jet injector used correlates well with
fuel to atomizing air momentum ratio, a result that will prove
useful for combustor and injector designers that are challenged
with careful consideration of fuel preparation.

At engine combustor inlet conditions, the combustion air,
which consists of mixing air and swirler air, significantly pro-
motes the evaporation process compared to the atomizing air
alone. As a result, evaporation rates based primarily upon the
atomization process will not provide correct results.

Observations in the laboratory that would normally be expected
to lead to a reduction in NO emission, produced, in fact, a higher
emission of NO in the practical engine. For example, higher ALR
was found in the laboratory injector studies to markedly reduce
droplet size and increase vaporization rates with the expectation
of improved homogeneity of the resultant fuel/air mixture, but to
produce higher NO emission from the practical engine. This im-
plies that a design strategy focused on improving atomization of

Fig. 22 Radial profiles of D32 for Strategy 1

Fig. 23 Radial profile of D32 for Strategy 2

Fig. 20 Typical image of spray angle measurement technique

Fig. 21 Spray angle measured downstream of the atomizer as
a function of fuel to air momentum ratio
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the spray such that no droplets exit the premixer is not sufficient
to infer emissions performance. Indeed, in the present case, emis-
sions were minimized at a condition that was observed to result in
droplets exiting the premixer. It is inferred that, in advanced in-
jector designs, the emissions are likely dictated by the fuel/air
mixture properties �e.g., temporal and spatial distribution of ho-
mogeneity� prior to and within the primary zone of stabilization.
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Nomenclature
D32 � Sauter mean diameter, m

do � liquid discharge orifice diameter, m
� � surface tension, kg /s2

UR � relative velocity �coflowing�
�A � density of air, kg /m3

ALR � atomizing air to liquid mass flow ratio
�L � liquid viscosity, kg/m s
�L � liquid density, kg /m3

Lpremixer � premixer length, m
Re � Reynolds number
M � Mach number
St � Stokes number

LPP � lean premixed prevaporized
ppmvd � parts per million by volume on a dry basis
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A Hybrid Prognostic Model
Formulation and Health
Estimation of Auxiliary Power
Units
Prognostic health monitoring is an important element of condition-based maintenance
and logistics support. The accuracy of prediction and the associated confidence in pre-
diction greatly influence overall performance and subsequent actions either for mainte-
nance or logistics support. Accuracy of prognosis is directly dependent on how closely
one can capture the system and component interactions. Traditionally, such models as-
sume a constant and univariate prognostic formulation—that is, components degrade at
a constant rate and are independent of each other. Our objective in this paper is to model
the degrading system as a collection of prognostic states (health vectors) that evolve
continuously over time. The proposed model includes an age dependent deterioration
distribution, component interactions, as well as effects of discrete events arising from line
maintenance actions and/or abrupt faults. Mathematically, the proposed model can be
summarized as a continuously evolving dynamic model, driven by non-Gaussian input
and switches according to the discrete events in the system. We develop this model for
aircraft auxiliary power units, but it can be generalized to other progressive deteriorating
systems. The system identification and recursive state estimation scheme for the devel-
oped non-Gaussian model under a partially specified distribution framework has been
deduced. The diagnostic/prognostic capabilities of our model and algorithms have been
demonstrated using simulated and field data. �DOI: 10.1115/1.2795761�

1 Introduction
An auxiliary power unit �APU� is a small turbo engine used

primarily for starting the propulsion engines, provide bleed air for
the environmental control system, and meet various electrical
loads in an aircraft while on the ground. An APU is considered
inoperable if it fails to meet any of the listed functions. In addi-
tion, an APU can be rendered inoperable because it cannot be
started. Such inoperability can be caused by faults within the APU
and/or improper operating conditions. The primary objective of a
prognostic system is to predict with a high degree of confidence
when such inoperability may occur. In this document, the APU is
modeled as a collection of prognostic states, and these states are
then estimated using the observed data. By monitoring the dy-
namic evolution of these states, one can predict consequences and,
hence, influence intelligent decision making. The more accurately
one can describe this prognostic state, the higher will be the prog-
nostic confidence level, and uncertainty about maintenance or cor-
rective action will be less.

Our decision to model the APU as a collection of prognostic
states evolving in a hybrid state space is based on the work done
by Khalak and Hess �1� under the Joint Strike Fighter program
and some initial work done by our group in Honeywell Laborato-
ries �2�. Underlying this formulation is the notion of a health state,
denoted by x. In general, x�Rn indicates the multifaceted com-
ponent of the health vector. For example x1 ,x2 could represent the
health of the power and load sections of an APU. Irrespective of
its dimensionality, x must satisfy the following two properties to
ensure physical significance.

1. There exists a vector �, such that

P�APU in operation �xi � �i� → 1 ∀ i = 1,2, . . . ,n

�1�

where P�b �a� indicates the probability of event b given that
the event a has occurred. This condition provides signifi-
cance to the health state with respect to its consequence.
Whenever the state vector falls below a predefined thresh-
old, the probability of an APU failing to operate is very high.
In order to meet this condition, we retain only those impor-
tant states that can render the APU inoperable.

2. There exists a subset �i of failure modes such that

P��i�xi � �i� → 1 ∀ i = 1,2, . . . ,n �2�

This condition provides significance to the health state with
respect to underlying root causes. Whenever the state vector
falls below a predefined threshold, the probability of a fail-
ure mode is very high. This is an important condition for
fault localization.

Several factors contribute to the evolution of this health vector:

1. intrinsic damage accumulation or aging of the components
2. interactions between components
3. deviations from design operating envelopes
4. influence of discrete events resulting from abrupt faults or

line maintenance actions

As stated earlier, the feasibility of prognosis depends on how
accurately one captures the above listed factors. Simplifying as-
sumptions like constant deterioration, noninteracting components
increase the uncertainty in prediction. To a large extent, if human
intervention is possible, this uncertainty is managed by a customer
service engineer. As the decision making process becomes more
complex, the need for automation increases �1�. To this end, we
propose to formulate a hybrid state-space model for prognostics.
This formulation is described in Sec. 2.
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As the model becomes complex, one is faced with the problem
of extracting values of parameters based on a series of observa-
tions made. The problem of parameter estimation goes hand in
hand with model formulation. A complex model, albeit closer to
reality, is impractical if we cannot estimate its parameters. The
problem of estimator design involves both system identification
and health vector estimation. We have developed a maximum like-
lihood �ML�-based system identification and recursive Bayesian
health estimation scheme based on partially specified �PS� distri-
butions, which is explained in Sec. 3. The outcome of the formu-
lations and the estimation scheme is studied in detail and pre-
sented in Sec. 4.

2 Hybrid Model Formulation
For prognostics, we are interested in the rate of change of the

health vector. As part of its normal operation, an APU goes
through a series of cycles. Each cycle is defined as the period
between a start and a shutdown. Within each cycle, the APU op-
erates through a series of discrete modes. Let t denote the cycle,
and p�M denote the finite set of operating modes. Let there be
m modes of operation of APU.

The rate of change can be calculated within each cycle as well
as from cycle to cycle. Clearly, there is a dependency. If x�t�
denotes the state vector at the end of the tth cycle, the rate of
change of x�t� depends on how the APU behaved at each mode in
this cycle and the state of the APU at the beginning of the tth
cycle. In addition, the rate of change will also be influenced by the
intrinsic damage accumulation due to aging that occurred in the
tth cycle as well as any discrete event that occurred during the tth
cycle.

Mathematically, this is expressed as

dx�t�
dt

= F„x�t�,w1�t�,w2�t�, . . . ,wk�t�,��t�,v�t�… �3�

F is a nonlinear function vector. ��Rn denotes the intrinsic
damage accumulation within the tth cycle. v�Nr denotes discrete
events within the tth cycle.1 wk�t� denotes the state at the kth
mode within the tth cycle.

The state within each cycle, w�t�, evolves as follows:

dw

d�
= H„w���,u���… 0 � � � �t �4�

where u�Rp is an input during the tth cycle and �t is the dura-
tion of the tth cycle.

The straightforward relationship between x and w is given be-
low,

w�� = 0� = x�t − 1�

w�� = �t� = x�t� �5�
Discrete events impacting the prognostic health state can result

from line maintenance actions and/or abrupt faults within the sys-
tem. A fault is defined as abrupt if the period between the initia-
tion and manifestation of an abrupt fault is an order of magnitude
smaller than min �t. In simple terms, the rate at which this fault
starts and manifests itself is much, much smaller than the duration
of the cycle. A progressive fault, on the other hand, evolves over
several cycles. That is, the period between initiation and manifes-
tation of a progressive fault is much greater than the duration of
the cycle. In this respect, one can consider x as modeling progres-
sive faults. The variable v is typically an input to the prognostic
model. The numerical value of v at any given cycle t can be
observed directly or calculated.

To summarize the formulation thus far, there are three main
contributors to the rate at which x evolves from one cycle to

another. These are �a� the behavior of the APU at each operating
mode �w1 ,w2 ,w3 , . . . �, �b� the damage accumulation within each
cycle ��� and �c� the discrete interactions within each cycle �v�. At
this point, we make the following simplifying assumptions.

1. We will assume that the factors that influence the health state
are independent and additive to simplify Eq. �3� as follows:

ẋ�t� = Fa„x�t�… + �
k=1

m

Fb
k
„wk�t�… + Fc„��t�… + Fd„v�t�…

�6�
where the dot notation denotes differentiation with respect to
flight cycle time t.

2. We assume a quasisteady state behavior within each cycle,
similar to that described in Ref. �1�. Introducing this as-
sumption in Eqs. �4� and �5�, one can replace wk with uk for
all values of t. This simplifies the prognostic model as fol-
lows:

ẋ�t� = Fa„x�t�… + �
k=1

m

Fb
k
„uk�t�… + Fc„��t�… + Fd„v�t�… �7�

3. We assume that the discrete events that influence the health
state are binary and uncorrelated. That is,

v j�t� = �1 jth discrete event was present within the tth cycle

0 jth discrete event was absent within the tth cycle
�
�8�

The uncorrelated condition is expressed best in a probabilistic
sense. That is, given the value of v j at cycle �t−1� sets up no
expectation for its value at cycle t. In other words,

P„v j�t��v j�t − 1�… = P„v j�t�… j = 1,2, . . . ,r �9�

The next step involves defining the observation vector. A first-
order hidden Markov observation model is assumed for the state
vector. That is,

y = x + � �10�

In simple terms, Eq. �10� assumes that one can observe noisy
values of the health state. It makes no assumption about how these
observations are made. The observation vector y could be directly
measured or calculated using measurements �transformation of
measurements�. It therefore suffices to assume that a series of
measurements, z�t� ,z�t−1� , . . ., are available and a transformation
G provides y�t� from measurements made during the tth cycle,

y�t� = G„z1�t�,z2�t�,z3�t�, . . . … �11�

where zk�t� denotes the measurements made at the kth mode
within the tth cycle. The measurement vector zk�t� includes inputs
as well. That is,

inputs uk�t� � zk�t� measurement vector �12�

In nonmathematical terms, our prognostic model can be expressed
as follows: The prognostic state at each cycle t evolves as a func-
tion of operating conditions, intrinsic aging, and discrete mainte-
nance actions/faults that occurred within this cycle; noisy values
of this state are given to us as observations.

At this point, we make several simplifying assumptions, prima-
rily driven by a practical estimator constraint.

1. The health state evolves as per linear dynamics. Using this
assumption, our basic model for APU prognostics is given
by

ẋ�t� = Ax�t� + �
k=1

m

Bkuk�t� + diag�����t� + Cv�t�
1N stands for a set of natural numbers.
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y = x + � �13�

Here, A is an n�n matrix, Bk is an n� p matrix, diag��� is
an n�n diagonal matrix, C is an n�r matrix.

2. Intrinsic deterioration is modeled as a Poisson process with
constant properties. This simplification was motivated by the
Palmgren-Miner equations,

P�� = t� = 	e−	/t!

diag�
� = const �14�
3. We assume that the contributions due to deviations at each

operating mode within the tth cycle are equal. Further, each
contribution is proportional to the deviation of the kth oper-
ating mode with respect to design conditions. That is,

Bk = B and �
k=1

m

Bkuk = B�
k=1

m

�uk − uk,0� �15�

where uk,0 is the input to the APU operating at the kth mode
under design conditions.

4. The observation noise � is modeled as a zero mean Gauss-
ian, with constant variance/covariance. Hence,

E��� = 0 E��T �� = R �16�

The following equations summarize the proposed prognostic
model as well as the problem statement.

Proposed model:

ẋ�t� = Ax�t� + B�
k=1

m

„uk�t� − uk,0�t�… + diag��t���t� + Cv�t�

y�t� = x�t� + ��t�

� 	 P�	� � 	 N�0,R� �17�
Problem statement:

Given: 
y�t�,uk�t�,v�t��,
y�t − 1�,uk�t − 1�,v�t − 1��, . . .

Settings: 	,R,
t,u
k,0

Estimate: A,B,C,x�t�,x�t + �t� �18�

Note that �t−1� represents the previous cycle, �t−2� represents the
cycles in the past, and x�t+�t� denotes the prediction of the health
vector with a prediction window of �t, given 
y�t� ,uk�t� ,v�t��. The
period between two cycles can be nonuniform.

3 Estimation of Auxiliary Power Unit Health Vector
In this section, we explain our methodology for identifying the

system matrices �A ,B� and estimating the health vectors x�t�
based on continuous-time observations. Due to the use of digital
techniques to sample and store the continuous-time wave form,
we have an equivalent problem of extracting the desired param-
eter values from a discrete-time wave form or data set. Math-
ematically, the n-point data set 
y1 ,y2 , . . . ,yn� depends on an un-
known parameter �. We wish to determine � based on the data,
which is done using an estimator, defined as

�̂ = g�y1,y2, . . . ,yn� �19�

where g is a function defined in L2 space. This is the problem of
estimation. Note that yk denotes the discrete value of observation
at time index k. The choice of an estimator that will perform well
for a particular application depends on many considerations. Of
primary concern is the selection of a good data model. The model
should be complex enough to describe the principal features of the
data, but at the same time simple enough to allow an estimator
that is optimal and easily implementable �3�. The major issues in

designing an estimator are determination of the existence of an
efficient estimator, implementation feasibility, and computational
cost �4�. The system under consideration is hybrid; it considers
both the continuous evolution of the states and the discrete jumps
in the states. Although the model is linear, dealing with the jumps
is not straightforward. Added to this, the health state is driven by
a Poisson process: hence, the mathematical formulation of the
estimator is not easy and the standard solutions �which are formu-
lated mostly for Gaussian processes� are not available �5�. In the
next section, we will explain a ML-based estimator for system
identification and recursive Bayesian state estimation in a PS dis-
tribution framework �6�.

3.1 Maximum Likelihood Identification and State Estima-
tion Using Partially Specified Distributions. The discretized
state and observation equation is given by

xt = Axt−1 + B�
k=1

m

Ut
k + Cvt + diag�
t��t

yt = xt + �t �20�

Ut
k is the (uk�t�−uk,0�t�). In our model, the random variable �

follows a Poisson distribution with parameter 	. Measurement
noise � follows a normal distribution. That is,

� 	 P�	� � 	 N�0,R� �21�


ii is a constant scaling factor for the random variable �, which
relates the intrinsic deterioration to the health vector. Hence,
�diag�
t��t� can be considered another random variable �. The
duration of the flight cycle is assumed to be constant.

In this approach, we make simplifying assumptions about the
underlying true probability density function �PDF� using PS dis-
tributions. That is, we are not interested in the exact form of the
distribution, but in its moments. Distribution of any random vari-
able p can be approximated with another distribution q, such that

�1��p� = �1��q� and �2��p� = �2��q� �22�

where �n� denotes the nth raw moment of a distribution. Note that
this does not impose any constraints on �n� ,n3. Such approxi-
mations are called PS distributions �7� through the first two mo-
ments. In our case, �, which follows a Poisson distribution, will
be PS. This implies, �	 PS�� ,Q�. From system knowledge, we
deduce these parameters as

�i = 
ii	i, Q = diag�
ii
2	� �23�

The measurement noise is � and the probability of damage accu-
mulation is �; both are modeled as independent random variables.
In other words,

E���� = E���� = 0 �24�

In nonmathematical terms, this equation implies that the noise in
measuring the state vector �introduced due to sensor, electrical
interference, etc.� does not depend on the probability of damage
accumulation. These two are independent of each other. This as-
sumption is necessary to obtain the estimator in closed form.

Once we make this simplifying assumption, the simplified
prognostic model is

xt = Axt−1 + B�
k=1

m

Ut
k + Cvt + �t � 	 PS��,Q�

yt = xt + �t � 	 N�0,R� �25�

Define the observation vector Ym= �y1 ,yt , . . . ,ym� as a collection
of all observations made until time m. Define xn

m=E�xn �Ym�,
which is the expected value of the state vector at time n, given the
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measurements until time m.
Given the estimate of previous time instant xt−1

t−1, and Pt−1
t−1

�which, in the case of t=1, are initial conditions�, the following
recursions can be established:

E�xt�Yt−1� = E�Axt−1 + B�
k=1

m

Ut
k + Cvt + �t�Yt−1

xt
t−1 = Axt−1

t−1 + B�
k=1

m

Ut
k + Cvt + � �26�

Equation �26� expresses the expected value of the state at the tth
time interval, given the estimate of the state at the previous time
step and the inputs exciting the system at the tth time step. Note
that the input Ut

k is assumed to be available at the state prediction
stage. Also, we assume that the discrete event occurrence vt is
detected using independent observers and supplied in the predic-
tion stage. If these inputs are not available, we rely on the infor-
mation gathered in the previous flight cycle. Being constants, the
expected values turn out to be the same: hence, xt

t−1 can be de-
duced. The discrete event has been incorporated in the first mo-
ment of the health vector. If an event occurs, it will switch the
state, which will be estimated accordingly.

The prediction for the state covariance matrix at time t can be
defined as

Pt
t−1 = E��xt − E�xt�Yt−1���xt − E�xt�Yt−1���� �27�

Pt
t is a measure of the error between the actual value of the state

�x� and the expected value of the state based on all observations
collected up to that point. Using the uncorrelated properties of �,
this is deduced to be

Pt
t−1 = APt−1

t−1A� + Q + ��� �28�

With the new observation yt, we can obtain the innovation as �5�

et = yt − E�yt�Yt−1� = yt − xt
t−1

It follows from the definition of et that the expected value of et is
zero. The variance of the innovation is given by

E�etet�Yt−1� = E��yt − xt
t−1���yt − xt

t−1��� = Pt
t−1 + R

Similarly, the covariance between the state and the innovation can
be calculated as follows:

Cov�xt,et�Yt−1� = E��xt − E�xt�Yt−1���et − E�et�Yt−1���� = Pt
t−1

At this point, we can conclude that the joint distribution of the
state variable xt �Yt−1 and the innovation vector et at any given
point t, can be PS using measurements Yt−1 as follows:

�xt�Yt−1

et
 = PS��xt

t−1

0
 �Pt

t−1 Pt
t−1

Pt
t−1 Pt

t−1 + R
� �29�

Note that the observation sequence is Gaussian; therefore, we can
easily assume the joint PDF of the state and innovation to be PS in
the first two moments. Using the conditional independence prop-
erty of xt �Yt−1 and et, under a PS framework �6�, we get

xt
t = E�xtYt−1,et� = xt

t−1 + Ktet �30�

The most common criterion for Kt, the Kalman gain at the ith
time step, is to minimize the weighted sum of the diagonal ele-
ments of the state covariance matrix Pt

t, which is deduced as

Kt = Pt
t−1�Pt

t−1 + R�−1 �31�

Pt
t = �I − Kt�Pt

t−1 �32�

Thus, we have found a recursive way to obtain the prior and
posterior PDF of the health vector under a PS distribution frame-
work. Having found the recursive state estimation the identifica-
tion of system matrices is straightforward under the ML frame-

work. In our methodology, we attempt to maximize the likelihood
of the innovation sequence as given in Ref. �5�.

3.2 Algorithm for System Identification. The algorithm for
obtaining the system matrices and health vectors having a batch of
data y1 ,y2 , . . .yn is summarized below.

1. Initialize the system matrices A ,B �We incorporate least
squares regression �LSR� based methodology as explained in
the Appendixes. Assume initial values for x0

0 and P0
0.

2. For t�0, predict the first two moments of the state variable
using Eqs. �26� and �28�.

3. Observe the process at each time instant and obtain the in-
novation.

4. Update the state estimate and the state covariance estimate
using Eqs. �30�–�32�.

5. Repeat steps 2–4 for t=1,2 , . . . ,n. Collect all the innovation
sequence e1 ,e2 , . . . ,en.

6. Assume that the innovations come from a multivariate
Gaussian distribution, the mean of which is zero and the
covariance is given in Eq. �29�. Obtain the log likelihood
function for the innovation sequence, which is

L = �
t=1

n

log�Pt
t−1 + R� + �

t=1

n

et��Pt
t−1 + R�−1et �33�

7. Obtain the system matrices using

�Â,B̂� = min
A,B

L �34�

After obtaining the system matrices, the health vectors can be
estimated using Eqs. �26�, �28�, and �30�–�32�.

4 Results and Discussion

4.1 Simulated Model Results. We demonstrated the efficacy
of the state estimation and system identification scheme using
both simulated and field data. The data were simulated consider-
ing all aspects of the random process. A striking advantage of the
simulated experiments is the availability of the true value of the
parameters, which can be used for analyzing the estimator effi-
ciency �4�. We used a simple three-state simulation model for
generating the data, giving a 3�3 system matrix, which provides
the necessary complexity without incurring computational penal-
ties �8�. The degradation effect due to the deviation of the mea-
surements from the designed value is ignored. That is, the APU is
assumed to operate under designed conditions; hence, �ut

k−ut
k,0�

=0. We introduced the discrete event vt to the process at a known
point of time. Realistic values for the state covariance �Q� and
observation covariance �R� were assumed, and a data set was
generated. The general steps for the generation of the data have
been given in the Appendixes.

Using the described method, let A be the true value of the

system matrix and Â be the estimate of this matrix. Then, define

the error matrix �=A− Â. Traditionally, the norm of this error
matrix is used as a measure of estimator accuracy. Commonly
used norms are 1-norm, 2-norm, Frobenius norm, and infinity
norm.

We incorporate the Monte Carlo �MC� methodology for under-
standing the estimator efficacy in identifying the system. In the
MC method, we need to generate the stochastic process for a
predetermined number of times �generally taken as 5000 trials�,
performing an estimation at each step. Thus, we obtain a series of
error matrices �1 ,�2 , . . . ,�5000, which is the difference between the
actual and estimated values. We can obtain confidence bounds for
the error matrix and use them to evaluate the efficacy of the un-
derlying estimation scheme. Although one can consider the spread
of any suitable matrix norm as an indirect measure of identifica-
tion accuracy, the 2-norm is the most commonly used. Thus, given
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a series of �i, we can calculate the mean and variance from MC
realizations. We can then provide error bounds for our estimator
accuracy at the desired level of confidence. For example, if
��p

,��p
denotes the mean and the variance of the pth norm, then

we can calculate 99% error bounds as

�A − Â�p � ��p
+ 1.96��p

An estimator is considered better if it possesses minimum
variance2 with less computational complexity. The condition num-
ber is another commonly used metric for assessing the numerical
stability of the estimator. The condition number is the ratio of the
largest to the smallest singular value of �. The efficiency of the
estimator in identifying the system parameters using above mea-
sures under the MC framework of 5000 trials is shown in Fig. 1,
wherein the matrix-2-norm, the infinity norm, the Frobenius norm,
and the condition number is displayed. Note that these parameters
are deduced for system matrix �A�. As indicated by the first sub-
plot with 99% confidence, we can conclude that the difference
between the 2-norm of the true value A and its estimate will be
less than or equal to 16.6. Stated differently, if we estimate the

system matrix as Â, then

�A�2 � �Â�2 + 16.6 99 % confidence level �35�
In other words, the true matrix will be contained within a spheroid
of radius 16.6. Similar numbers for the Frobenius and the infinity
norms are shown in Fig. 1.

The last subplot is the condition number distribution. To under-
stand the sensitivity of the method, we perturbed the A matrix
with 2% Gaussian noise while generating the data. The maximum

condition number for A was 10. We counted the number of Â

such that cond�Â��20. We found this number in 21% of the
trials; that is, one of every five estimations could result in a sys-
tem matrix with a high condition number. However, this does not
impact the health estimation performance. The efficacy of the al-
gorithm in estimating the health vectors with discrete events are
shown in Fig. 2. In this figure, the solid lines represent the ob-
served data and the dashed lines represent the estimated state and
the true state is indicated by dash-dotted lines. We introduced the
discrete events �during data generation� and attempted to estimate
the states based on the observation. This results in a dc shift in the

health vectors. In this work, we assume that the information about
the event is supplied by external observers. Also, the event sensi-
tivity C is assumed to be known. In the Appendixes, we briefly
describe the procedure of obtaining C. In Fig. 2, discrete events
were introduced at time index 29. The magnitude is determined by
the event sensitivity �C� to the state vectors. As explained earlier,
the discrete event could be an abrupt fault or a line maintenance
action. The effect of an abrupt fault is to pull the health vector
down; one can see a sharp negative jump in the health vectors.
The opposite is true for line maintenance actions. Note that the
time information of the scheduled maintenance action is always
known. If the sensitivity is also known, the time can be incorpo-
rated in the model. However, the abrupt failures need to be de-
tected using external observers �pattern recognition algorithms�.

The estimated health vector was found to follow the true state
closely; therefore, the performance of the algorithm in estimating/
tracking health is reasonably good. The estimator was also effec-
tive in tracking the sudden jump of the state vector due to a
discrete event at time stamp 29. Thus, one can conclude that the
hybrid estimator was effective in tracking the non-Gaussian state
vector as well as the discrete event in the state space.

4.2 Flight Trial Data Results. The APU unit is considered
the combination of two broad subsystems: the hot section and the
load section. To estimate the health of these two sections, we have
a two-dimensional health vector of hot section health and load
section health. As the model suggests, the observation vector yt is
also two dimensional. The observation vector, also called margins,
is deduced from measurements �generally, in engineering units�
obtained in the load and hot sections. Based on domain knowl-
edge, we normalize the margins to suit the current probabilistic
modeling.

Bleed pressure �P2� and exhaust gas temperature �T2� are input
u. Thus, the dimension of the B matrix is 2�2. We consider the
event of turbine replacement for the health evaluation. The turbine
replacement event is deterministic; its effect is to enhance health.

The process noise �Q� and the observation noise �R� are un-
known and must be estimated using data. Observations �also
called margins� were found to be nonstationary, with time-varying
mean. Hence, we incorporate a detrending methodology for ob-
taining R �explained in the Appendixes�. To obtain the Q matrix,
we use the reliability information. The reliability tests and field
information reveal that the APU has an average life �	� of 5000 h.
The average rate at which observations deteriorate are

= �−1 /2700;−0.05 /100�, for the hot and load sections,

2Minimun is a relative quantity. This indicates the minimum variance among the
estimators under consideration. This should not be confused with a Crammer–Rao
lower bound. If any estimator attains this bound, then it is the best estimator.

Fig. 1 Error bounds for estimated system matrix Fig. 2 Estimation of health vector x for simulated data
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respectively.3 The process noise can be computed as

Q = �
hot
2 	 0

0 
load
2 	

 = �0.0007 0

0 0.0013


Note that the process noise is assumed to be constant with respect
to time.

The initialization of state vector x0 and associated variance P0
is important in obtaining accurate health vectors. Because obser-
vations are the noisy version of the health vector, we initialize
x0=1 to indicate that we are starting with a brand new APU. The
variance P0 is set to be equal to Q. The variance P stabilizes to a
fixed value within few iterations of state estimation. Hence, an
approximate value for this variable will suffice for our purpose.

With these settings, we perform the estimation task, wherein we
identify the system with the first 100 data points. A sample esti-
mate of the system parameters is given below,

Â = � 0.9182 − 0.0500

− 0.1116 0.9800


B̂ = �− 0.019 0.004

− 0.018 0.011


C = �0.32

0.06


The estimated parameters were found to be within the anticipated
engineering limits. It is possible to map these estimates to the
physical system. This is important, as the decisions based on these
estimates directly contribute to the efficiency of the health man-
agement. The off diagonal elements of the system matrix �A�
capture the interaction of the subsystems �in our case, the hot and
load sections�. This means that aging of one subsystem is interde-
pendent with the other subsystems. This information is important
in obtaining efficient health estimates.

The performance of the algorithm in estimating the health of an
in-service APU is shown in Fig. 3. The first subplot indicates the
health of the load section and second subplot indicates the health
of the hot section of an APU. The solid lines represent the esti-
mated health vector and the dotted lines indicate the observation
�or normalized margins�. The estimated health tracks the data
closely, which is in accordance with the model �refer to the ob-
servation model�. The tracking performance of the algorithm

seems to be fairly good.
In Eqs. �1� and �2�, we defined the conditions for an abstract

quantity x to indicate health. Domain knowledge reveals that if
the threshold ��i, where i=1,2� reaches zero, then the useful life
of the asset is zero. So, in Fig. 3, the useful life of an APU
diminishes around flight cycle 530. During a scheduled mainte-
nance, the turbine was replaced with a new one. This resulted in
an upward jump of the health vector, indicating that the useful life
has been enhanced.

System dynamics change with respect to time; hence, we need
to regularly update the system parameters. To this end, we per-
formed intermittent system identification and state estimation. The
frequency of identification is determined by the field conditions.
Ideally, we would like to identify the systems whenever the model
changes. Such model changes can be inferred from the innovation
sequences, which are ideally zero mean Gaussian processes. How-
ever, anomaly can be detected in the characteristics of the inno-
vation sequence if the model varies. This may trigger the system
identification. The state estimation results displayed in Fig. 3 are
based on an algorithm that intermittently updates the system ma-
trices. The innovation sequence for this case is given in Fig. 7 in
the Appendixes.

The tracking performance of the health vectors were found to
be reasonably good. A discrete event �turbine replacement� was
detected at time stamp 530. In this scenario, the estimator was
quick to adjust the health vectors.4 Note that these tracking per-
formances are important in diagnosing the asset. The inference on
the health and the proposed maintenance actions depend on the
magnitude of the health vectors.

Conventional state-space models fail to capture the discrete
jumps in the data. The output of the conventional Kalman filter
using the above data is shown in Fig. 6 in the Appendixes. After
the discrete event at flight cycle 530, the state vectors follow the
observation vector after a considerable time delay �nearly 25 flight
cycles�, which is undesirable for an efficient decision making. As
indicated earlier, the innovation sequence indicates the efficiency
of the model in representing the data. This is a zero mean identical
and independently distributed �iid� process for the correct model.
The above properties do not hold if the model fails to represent
the data. Figures 7 and 8 demonstrate the innovations for our
model and general state-space model. It was found that our
method is more accurate in representing the data compared to the
conventional models.

In the present setup, the availability of external observers to
indicate the occurrence of the event is assumed; the efficacy of
these observers are critical to the performance of the model. The
events are generally interdependent with the states and are not
considered here. Estimators capable of automatically estimating
and detecting the interdependent health vector and events are nec-
essary. In this direction, we are working on automatic event de-
tection and health estimation procedures.

Obtaining prediction estimates under a linear state-space frame-
work is simple and straightforward. Unavailability of the new
observations forces the innovations to be zero; hence, one can
recurse the state prediction �Eqs. �26� and �28�� for obtaining the
future estimates. The order of the recursion depends on the prog-
nostic window under consideration. The uncertainty bounds also
known as the confidence bounds can be obtained using the state
covariance matrix �5�. However, in the current model, one needs
the future input deviations and events for predicting the health
vectors. To tackle this issue, we assume the absence of any event
�both deterministic and random�. Also, the deviation of the input
from the nominal values are assumed to be constant and equal to
that of the most recent value. The resulting prediction estimate

3These coefficients are estimated using the average life and magnitude of margins
for APUs.

4Note that the stamp of the event is assumed to be known. In the case of line
maintenance action, the event time stamp is deterministic; however, this is random
for an abrupt fault. We assume the availability of external observers to detect such
events.

Fig. 3 Health estimation of the APU using a hybrid model
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and the associated confidence bounds for a particular APU, with
these assumptions, are shown in Figs. 4 and 5. Note that predic-
tion estimates are nothing but the linear trends projected into the
future. In the current model, the system matrix �A� determines the
trend. Hence, it is required to reidentify the system matrices be-
fore predicting the health vectors. In Fig. 4, first 100 data samples
are used for estimating the system matrices. Then, the health of
the APU for the next 50 flight cycles was predicted. Similar pre-
dictions are shown in Fig. 5. A discrete event occurred at a flight
cycle 30, introducing a positive dc shift in the observation. Our
model and the estimators tackle the discrete jumps in the data and
estimates the future trends accurately, which will aid in correct
prognostic decisions.

5 Conclusions
Conclusions from this work can be summarized as follows

1. The hybrid prognostic model formulated in this report ex-
tends current practices and relaxes constraining assumptions
made by leading academic and industrial researchers. It
takes into account the interaction between subsystems and
uses a multivariate state-space model. It explicitly takes into
account the influence of discrete events such as abrupt faults

and maintenance actions. This provides a common frame-
work for decision making. It assumes an age-dependent
damage accumulation model.

The partially specified, distribution-based estimation ap-
proximates the damage accumulation model �Poisson pro-
cess� using a partially specified distribution. “Partial” refers
to the first two moments. There is no assumption of distri-
butional form for the health vectors; therefore, this method
can be used in non-Gaussian state space models. The par-
tially specified, distribution-based estimation procedure is
convergent. However, benchmark simulations reveal pos-
sible numerical instability. The condition number of some
estimates may be abnormally large, but this had no signifi-
cant impact on the health estimation. The performance of the
method of partially specified distribution with the real APU
data was reasonably good. The identified system parameters
were found to be reasonable and within the engineering lim-
its. Health estimation performance was found to be reason-
ably good. Our method was found to be efficient in handling
the events compared to conventional state-space models.

Thus, we have formulated a scheme for a realistic prognosis of
APUs. The formulation is generic and can be extended to many
other deteriorating assets.

Nomenclature
x � health vector
�i � threshold for the ith subcomponent of the asset
� � failure mode

M � set of operating modes
t � APU cycle counter

wk � state at the kth mode
n � number of prognostic health states

A�Rn�n � system matrix
B�Rn�l � sensitivity of input deviation to the health

l � number of input parameters under
consideration

m � number of operating modes within each opera-
tional cycle

u�Rl � measured inputs
u0�Rl � designed inputs

r � number of discrete events within each opera-
tional cycle

C�Rn�r � sensitivity of event to the health
v�Rr � vector of discrete events


 � scaling factor
� � intrinsic deterioration rate

y�Rn � noisy observation of the health state
z � measurements

Q � covariance of the process noise
R � covariance of the observation noise
� � observation noise
	 � Poisson distribution parameter

Appendix A: Least Sqaures Regression Based Initializa-
tion of System Matrices

The initialization of the system parameters is very important in
getting good estimates. In this regard, a least squares based
scheme is explained here.

The best estimate of the state vector �xt� can be easily deduced
from Eq. �17�, which is given by �9�

E�xt�yt� = yt

we define the error ��t� as

�t = xt − E�xt�yt� = xt − yt

Total error is expressed as

Fig. 4 Prediction of the health vectors

Fig. 5 Prediction of health vectors with events
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En = �
t=1

n

�xt − yt�T�xt − yt�

= �
t=1

n �Axt−1 + B�
k=1

m

Ut
k + Nt − yt�T

��Axt−1 + B�
k=1

m

Ut
k + Nt − yt�

where n is the number of observations. The system matrices can
be obtained by minimizing En, which is given by

A,B = arg min
A,B

En �36�

Appendix B: Observation Noise Estimation
The observations �margins� were observed to be nonstationary

with varying mean. Hence, the observation noise needs to be up-
dated over time. For this, we use the detrending method, which is
possible because we have a Gaussian observation process �yt� �5�.
The algorithm for obtaining R using the detrending method is
explained below.

1. Fit a polynomial curve �ŷ� of suitable order �we fit a fourth-
order model�.

2. Obtain the detrended component of the observation process
using ydt= �y− ŷ�.

3. Estimate R using the detrended data ydt using a conventional
variance estimation method.

A sample value for the estimated R matrix is

R = �0.0047 0

0 0.0022


Appendix C: Event Sensitivity Calculation

1. Normalize the margins and detect the turbine replacement.
2. Denoise the data using a Wiener filter or wavelet denoising

method.
3. Calculate the dc shift in the margins �both EGT and PT� due

to the event.
4. Fix the sensitivity �C� equal to the shift.

Appendix D: Data Generation and Montecarlo Experi-
ments

We simulated the data considering all the aspects of the random
process. The developed algorithms were tested with these data.
We found a distinct advantage of synthetic data if simulated
realistically—the actual value of the parameters, which are not
available in the APU data. These parameters can be used for test-
ing the two crucial properties �performance index� bias and vari-
ance of the estimator by undertaking MC experiments �4�. Details
of data generation and MC experimentation are given below.

D.1 Data Generation.

1. Fix the parameters of the model.
2. Fix the initial conditions for state vector.
3. Generate N independent P�	� random variate ���.
4. Generate N independent N�0,�2� random variate ���.
5. For t=1:N: Having the parameters of the model and �, gen-

erate the state sequence x�t� using Eq. �20�. For a predeter-
mined time �te�, add event terms by adding sensitivity coef-
ficients to the state. Generate the observation sequence y�t�
using x�t� and ��t�. �Use the second part of equation �20�.�

Fig. 6 Health estimation of the APU using conventional Kal-
man model

Fig. 7 Innovation sequence using our model

Fig. 8 Innovation sequence using a conventional state-space
model
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D.2 Montecarlo Experiment. For ind=1:M:5

1. Generate y�t�t=1:N, as explained in Sec. D.1.
2. Initialize the system matrices using the LSR technique.
3. Obtain the system matrices and the health vector.
4. Obtain the condition number, eigenvalues, and matrix-

2-norm.

Obtain the mean and variance of the above parameters and assess
the performance of the algorithm.

Appendix E: Comparison With Conventional Kalman
Filter

Figure 6 demonstrates the tracking efficiency of the conven-
tional state-space model. It was found that the model fails to cap-
ture the event at flight cycle 530. A time delay of 25 flight cycles
was needed for the estimates to adjust and follow the observation,
whereas our model was found to be accurate. The model insuffi-
ciency can also be checked using innovation sequence. The inno-
vation is defined as the difference between the predicted value and
the observed value. This is iid with zero mean. Any anomaly from
the above properties will indicate the change in system dynamics

or insufficiency of the model. Innovation sequence for our scheme
has been shown in Fig. 7, whereas Fig. 8 demonstrates the inno-
vations for conventional models. As can be seen, our model is
closes to the desired quality compared to that of conventional
models �10�.
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Derivation of Diagnostic
Requirements for a Distributed
UAV Turbofan Engine Control
System
This paper presents a method for deriving requirements for the efficiency of diagnostic
functions in distributed electronic turbofan engine control systems. Distributed engine
control systems consist of sensor, actuator, and control unit nodes that exchange data
over a communication network. The method is applicable to engine control systems that
are partially redundant. Traditionally, turbofan engine control systems use dual channel
solutions in which all units are duplicated. Our method is intended for analyzing the
diagnostic requirements for systems in which a subset of the sensors and the actuators is
nonredundant. Such systems rely on intelligent monitoring and analytical redundancy to
detect and tolerate failures in the nonredundant units. These techniques cannot provide
perfect diagnostic coverage and, hence, our method focuses on analyzing the impact of
nonperfect diagnostic coverage on the reliability and safety of distributed engine control
systems. The method is based on a probabilistic analysis that combines fault trees and
Markov chains. The input parameters for these models include failure rates as well as
several coverage factors that characterize the performance of the diagnostic functions.
Since the use of intelligent monitoring can cause false alarms, i.e., an error is falsely
indicated by a diagnostic function, the parameters also include a false alarm rate. The
method was used to derive the diagnostic requirements for a hypothetical unmanned
aerial vehicle engine control system. Given the requirement that an engine failure due to
the control system is not allowed to occur more than ten times per million hours, the
diagnostic functions in a node must achieve 99% error coverage for transient faults and
90–99% error coverage for permanent faults. The system-level diagnosis must achieve
90–95% detection coverage for node failures, which are not detected by the nodes them-
selves. These results are based on the assumption that transient faults are 100 times more
frequent than permanent faults. It is important to have a method for deriving probabilistic
requirements on diagnostic functions for engine control systems that rely on analytical
redundancy as a means to reduce the hardware redundancy. The proposed method allows
us to do this using an existing tool (FAULTTREE�) for safety and reliability analysis.
�DOI: 10.1115/1.2795776�

Keywords: control system, diagnostic, distributed, gas turbine, fault tree, Markov

1 Introduction

Safety critical control systems often use dual or triple modular
hardware redundancy �1�. The use of replicated hardware units is
a conceptually simple and efficient approach to deal with random
hardware faults in control systems. Control systems for turbofan
engines have traditionally been implemented using two control
channels �2�. In contrast to manned aircraft, it is common that
unmanned aerial vehicles �UAVs� only have one engine. The en-
gine and control system in a single-engine aircraft are often de-
veloped based on engines used in twin-engine aircraft. These en-
gines require special adaptation to improve safety. Examples of
aircraft with only one engine are the F16 and JAS 39 Gripen.
Recently, the Korean T-50 �Golden Eagle� entered service. This is
the first single-engine aircraft with a dual redundant electronic
engine control system without hydromechanical backup �3�. From
a life cycle and maintenance perspective, duplicating all sensors,
actuators, and electronic units may not provide an optimal solu-
tion to ensure system safety. Using a partially redundant engine

control system, in which only the most critical hardware units are
duplicated, is both feasible and cost effective for many types of
UAVs. Sensors do not need to be duplicated in an engine control
system since the sensor readings can be replaced by values calcu-
lated from other sensor readings by the use of analytical redun-
dancy. Some actuators do not need to be duplicated because they
can assume a fail-safe position without leading to a catastrophic
failure. There are several advantages of avoiding replication of
hardware units: It reduces weight, power consumption, the overall
failure rate, equipment cost, and maintenance. The main disadvan-
tage is that error detection becomes more demanding. In systems
where all units are duplicated, errors can easily be detected by
comparing duplicated data. Errors in nonduplicated data must be
detected by intelligent monitoring techniques that assess the cor-
rectness of the data based on knowledge about the current system
state and the general characteristics of the data. One advantage of
intelligent monitoring is its ability to identify a faulty unit, which
cannot be done by comparing duplicated data. Identifying a faulty
unit is essential in systems that use reconfiguration and graceful
degradation to ensure safety. A drawback of intelligent monitoring
is that some errors may pass undetected while in some cases the
error detection mechanism may flag an error for data that is cor-
rect. Hence, it is important to assess the impact of undetected
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errors and false error detections on safety and reliability.
In this paper, we present a method for deriving and analyzing

requirements for the efficiency of the diagnostic functions in a
distributed full authority digital engine control �FADEC� system.
The method allows us to assess the impact of the diagnostic effi-
ciency on system safety and reliability. It relies on a probabilistic
analysis that combines fault trees and Markov models. Engine
safety and reliability requirements are used as inputs and diagnos-
tic requirements are derived and expressed in terms of probabili-
ties for successful error detection and recovery, and false alarms.
The method is intended for analysis of distributed systems using
intelligent sensors and actuators. We consider distributed systems
because they have several desirable properties compared to tradi-
tional centralized systems. One is the flexibility to add or delete
functions with a minimal impact on the rest of the system. Dis-
tributed systems are also particularly suited to employ partial
hardware redundancy due to their provision of distributed process-
ing

The proposed method is applied to a hypothetical UAV engine
control system consisting of seven simplex sensors, one simplex
and two duplex actuators. The simplex actuator controls guide
vanes in the fan. This actuator does not need to be replicated
because a safe engine thrust can be obtained with a fixed fail-safe
position of the actuator. The actuators controlling the guide vanes
in the compressor and the fuel flow are duplicated. The output
from the analysis is a quantitative measure on how well the diag-
nostic functions must perform. Diagnostic performance is ex-
pressed as error coverage factors. A coverage factor expresses the
probability that an error is masked or recovered appropriately. The
assumption is that both transient and permanent faults will occur
in the control system. We assume that permanent faults occur less
frequently than transient faults and that the coverage factors for
errors caused by transient and permanent faults are different. Per-
manent hardware faults occur as a result of weaknesses and aging
of electronic circuits. Examples of common hardware failure
mechanisms are electromigration and gate oxide breakdowns.
Transient faults are caused by disturbances that change the logic
state of latches and memory elements. These disturbances can be
generated by electromagnetic interference or high energy particle
radiation. High energy particle radiation is present both at flight
altitudes and at ground level �4–6�. Other types of faults are speci-
fication mistakes and slipups during software coding. These kinds
of faults are not considered in this paper.

The remainder of the paper is organized as follows: Basic tur-
bofan safety requirements are defined in Sec. 2. The distributed
control system architecture and requirements are described in Sec.
3. Section 4 contains examples of diagnostic methods and meth-
ods to obtain fault tolerance in a control system. The proposed
method to determine diagnostic requirements applied on a UAV
turbofan engine control system is described in Sec. 5. The quan-
titative part of the analysis is performed in Sec. 6 and the result
and conclusions are presented in Sec. 7.

2 Safety Requirements
The mission time for a UAV can vary a lot and depends on the

type of UAV and the purpose of the mission. There are, for ex-
ample, both short-range and long-duration high-altitude aerial re-
connaissance types of vehicles. We have chosen a mission time of
1 h. The following undesired events with associated quantitative
requirements �for a 1 h mission� constitute the starting point for
our analysis.

�1� The probability for improper engine thrust shall be less
than 10−5.

�2� The probability for mission abort shall be less than 10−3.
�3� The probability for an unscheduled maintenance action af-

ter a mission shall be less than 10−3.
�4� The probability that a single failure in the control system

causes improper thrust shall be less than 10−7.

In this study, we consider UAVs that can operate together with
civil air traffic. For such UAVs, the basic safety requirement is not
to cause deaths or injure humans in any way. Human injury and
death would be the result from collision with another aircraft or a
crash in inhabited areas. The probability to collide with another
aircraft must be extremely remote and is avoided by navigation
and anticollision systems. Improper thrust �undesired event No. 1�
during a sufficiently long time is anticipated to be catastrophic but
a discussion of how likely it is to cause injury/death by a failed
UAV engine is beyond the scope of this paper. A mission must be
aborted �undesired event No. 2� if one node has failed perma-
nently. Another node failure has potential to cause a catastrophic
failure and this risk is minimized if the mission is aborted. Fail-
ures that impact the ability to pursue advanced flight maneuvers,
i.e., maneuvers that may need a sequence of different thrust levels
with quick response, are also considered to cause an aborted mis-
sion. The control system complexity �and failure rate� must be
kept low so that the risk for unscheduled maintenance is low
�undesired event No. 3�. Undesired event No. 4 concerns the con-
trol system architecture and redundancy. The probability that a
single failure in the control system becomes catastrophic shall be
very improbable.

The proposed UAV engine for which the requirements shall be
applied to is a turbofan gas turbine, as shown in Fig. 1. It is a
fairly complex engine with variable fan and compressor guide
vanes. The rectangular blocks represent the sensors and actuators.
The shaded blocks are servo systems with both sensor and an
actuating device, and is here simply denoted actuator.

3 Control System Architecture
For a long period of time, there has been a desire to decrease

the number of redundant channels both for flight control and en-
gine control systems. Examples are Desai et al. �7�, published
1979, and Forsberg �8� in 2003. The challenge is to design a
control system that has sufficient fault tolerance with a minimum
of hardware redundancy. As mentioned in the Introduction, most
FADEC systems of today are dual redundant. They are located on
the engine in a ruggedized box with cooling and protection against
electromagnetic interference �EMI�. For a UAV application, it can

Fig. 1 Proposed turbofan UAV engine

Fig. 2 A traditional FADEC system
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be beneficial to take one step further to reduce the redundancy
level because less hardware leads to a lower overall failure rate
for the electronic equipment. In a single-engine application, there
are several mechanical components that can fail and cause a cata-
strophic event �single point of failure�, e.g., turbine disks, bear-
ings, etc. We want the electronic system to be just as robust as the
mechanical components using as little hardware redundancy as
possible. One way to reduce hardware redundancy is to divide the
traditional FADEC system into smaller functions and allow these
functions to be reconfigurable, see Figs. 2 and 3. The traditional
FADEC system in Fig. 2 has redundant control channels. A sensor
failure can be recovered by using the correct sensor signal from
the other channel. A failure of the input function can be recovered
by using the communication channel between the signal process-
ing blocks. However, any additional failure in the sensors, input,
or signal processing blocks will lead to a system failure.

Figure 3 shows a distributed system where each function is
connected to a network with an interface �square denoted “I”�.
The complexity of the distributed system is similar to the tradi-
tional system since both are dual redundant. A failure of any func-
tion such as sensor, signal processing, or actuator can be recov-
ered. A system failure only occurs if two identical blocks such as
the same two actuators in each redundant channel fail. The above
example shows that the distributed system has the potential to be
safer than the traditional FADEC system. If we are not interested
in better safety, we could maintain the same safety as the tradi-
tional FADEC system while reducing the hardware redundancy.

The control system architecture in Fig. 4 will be used for de-
scribing our method for deriving diagnostic requirements. The
white boxes in the upper part of the figure are sensors and the
shaded boxes are actuators. The lower part shows power supplies
and control units. Compared to the distributed system example in
Fig. 3, this system has less redundancy. None of the sensors are
dual redundant. Any failed sensor measurement can be calculated
from other sensor measurements by the use of analytical redun-
dancy �9�. Also, one of the three actuators, fan variable geometry
�FVG�, is designed to return to a closed position after a failure and
can therefore be of simplex configuration. The engine perfor-
mance with a closed FVG actuator provides sufficient thrust for
safe operation �but the mission must be aborted�. The compressor
variable geometry �CVG� and fuel flow �WFM� actuators are dual
redundant because they must always be operational to ensure
proper engine thrust throughout the flight envelope. Even though

the control system has a reduced level of hardware redundancy, it
can tolerate any single node failure and still control the engine so
that a safe thrust level is maintained.

Each box in Fig. 4 is a node in the distributed control system.
The nodes can be physically distributed or just a modularized part
of a circuit board. It is anticipated that the nodes have computa-
tional resources and built-in self-diagnostic capability. The com-
munication between nodes is via a digital network. The network is
of bus topology, simply denoted bus. The bus is anticipated to be
very straightforward in its construction �copper wires�. Each node
is powered from two sources, Power1 and Power2. The engine
control laws are executed by the control unit nodes �CU1 and
CU2�. The control unit nodes are also connected to a central UAV
bus �external bus� for information exchange.

It is anticipated that each actuator has one sensor and one po-
sitioning device working in a closed loop. We anticipate that the
driver circuit in a positioning device is monitored by an indepen-
dent electronic function, a watchdog which checks that the driver
responds correctly to demands from the control unit nodes. The
purpose of the watchdog is to prevent the occurrence of single
points of failure. It does so by disconnecting the driver from the
positioning device if the actual output current deviates too much
from demanded current. Table 1 shows examples of control sys-
tem failure modes that violate the four safety requirements listed
in the beginning of Sec. 2.

The control system in this case study is anticipated to be built
of commercial electric/electronic components without need for in-
dividual screening test and qualification. We believe that it is more
cost efficient to discard tests on individual components and only
run delivery tests on complete nodes. The risk for having to scrap
a complete node due to a component failure is low in view of the
high reliability that modern electronic components have. The risk
for poor quality of nodes is avoided by letting multiple suppliers
manufacture standardized nodes. This will result in cost efficient
and reliable solutions by commercial reasons.

Fig. 3 A distributed FADEC system

Fig. 4 Hardware architecture

Table 1 Control system failure modes

Requirement
Examples of failure modes leading to an un-

desired eventNo. Undesired event

1 Improper thrust Erroneous output from the CVG and WFM
actuators. Unsafe output from the FVG
actuator.

2 Mission abort Loss of any redundant unit or loss of thrust
modulation �multiple transient node
failures�.

3 Maintenance A permanent fault in any node requires a
maintenance action.

4 System failure
caused by a single
fault

A faulty driver in an actuator is not
disconnected. A node acts as a babbling idiot
on
the bus and disturbs messages sent by other
nodes and thereby prevents
communication.
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4 Fault Tolerance and Diagnostics
Since the introduction of microprocessors in control systems for

aircraft and jet engines, effort has been made to improve fault
tolerance through better system architectures and new diagnostic
methods. Diagnostics can be applied both on the electric/
electronic systems and the mechanical engine components. Diag-
nostics or diagnostic functions can in its simplest form be a range
check of a measured quantity, but it can also constitute an ad-
vanced model that uses several inputs and requires a lot of com-
putational resources to produce its output. Engine diagnostics can
be performed either on board or on ground between missions to
reduce or eliminate the need for manual inspection. The purpose
with onboard health monitoring is to reduce fault latency and react
to detected faults promptly in order to improve safety and engine
operability. On ground systems is used to improve maintenance by
performing mission independent life prognostics. Good prognos-
tics can reduce unnecessary maintenance actions and thereby
lower the cost. In this study, we focus on diagnostics for the
electrical and electronic components of the engine control system.
Failures from a controls engineering point of view are the result
from measurement errors, deviation between models, and physical
systems and malfunction in the control object. Computer engi-
neers often focus on the actual hardware architecture of the con-
trol system, i.e., microprocessor, memories, compiler, software,
and techniques to handle faults inside the control system.

Within controls engineering, the methods used to perform diag-
nostics are often denoted FDI�A�, failure (or fault) detection, iso-
lation, identification, and accommodation �10,11�. A great variety
of diagnostic methods are based on mathematical models of the
control object. These are denoted model-based methods. Ex-
amples of model-based approaches to solve the FDIA problem are
parameter identification �12�, parity equations �13�, and diagnosis
observer �14�. A design procedure for FDI of a gas turbine was
presented by Simani �15�. The procedure uses analytical redun-
dancy and a bank of dynamic observers and Kalman filters. The
challenge is to develop FDI methods that work well without false
alarms even though the model deviates from the actual process
plant. Other methods such as neural networks �16� and fuzzy logic
�17� have also been used to recognize nonlinear and transient
relationships.

The research within dependable computing has also resulted in
a variety of methods to handle errors in a computer system. Ex-
amples are code reordering to minimize the lifetime of variables
�18�, duplicate �19�, or triplicate �20� variables to detect data er-
rors. Double or triple execution �21� can be used to detect tran-
sient errors. There are different types of recovery methods to use
once an error has been detected. It can be either rollback or roll-
forward. Rollback recovery requires that checkpoints are stored at
regular intervals so that the operations between the last checkpoint
and the detected erroneous state can be executed again. To store
the system state may require quite much time and storage over-
head. Variants such as best effort recovery �22� can be used to
reduce the overhead. In rollforward recovery, the system state is
corrected to be able to move forward. Application specific tech-
niques use executable assertions to check that variables are within
specified limits. The previously mentioned controls engineering
methods are examples of executable assertions.

In this paper, we use the terminology and basic concepts de-
fined for secure and dependable computing systems in Ref. �23�.
This terminology gives precise meanings to the words fault, error,
and failure. It defines failure as a synonym, or short form, for
service failure. A failure occurs when the service delivered by a
system deviates from the correct service. The concept of a system
is generic; it can mean different things depending on the view
taken. For example, a system could be an entire computer system,
such as an engine control system, a processing node in a distrib-
uted system, or a component of a node such as a sensor element.
Thus, we can talk about a computer system failure, a node failure,
and a sensor failure when these units do not deliver the service we

expect from them. A failure is caused by an error, which is an
incorrect internal or external state of the system. A fault is the
adjudged or hypothesized cause of an error. Examples of faults are
a physical defect in hardware and a software flaw. The persistence
of a fault can be permanent or transient. Open and short circuits
are examples of permanent hardware faults. The passage of an
ionizing particle that causes a bit flip in a latch in a VLSI circuit
is an example of a transient fault. �Bit flips in VLSI circuits
caused by transient hardware faults are often called soft errors,
since the error can be removed by reloading the correct bit value
into the hardware element that stores the bit.� The purpose with
control system diagnostics is to improve the fault tolerance. Well
designed diagnostic functions can reveal a fault in a system by
detection of an abnormal system state, i.e., an error. When an error
is detected, it can be prevented from affecting the system outputs
beyond specified limits �prevent a service failure�. An important
factor that must be considered when developing diagnostic func-
tions is the risk of false alarms �i.e., when an error detection
mechanism falsely flags an error for a correct system state� and
the consequences when the system performs an unnecessary re-
covery as a result of a false alarm. Other useful terminology that
is specific to fly-by-wire architectures is presented in Ref. �8�.

5 Method Description
This section describes the proposed method for deriving re-

quirements for the diagnostic functions in a distributed engine
control system. The requirements are expressed in terms of cov-
erage factors for node-level and system-level diagnostic functions.
A coverage factor is the conditional probability that a set of diag-
nostic functions detects �or removes� an error given that a fault
has caused an error in a certain node. We assume that the nodes
are self-checking �to a certain degree� and therefore equipped with
mechanisms that can detect or remove errors caused by faults
occurring in the node itself. These are the node-level diagnostic
functions. We also assume that the nodes have system-level diag-
nostic functions that are used to monitor the behavior of other
nodes. Hence, the system-level functions allow the system to de-
tect errors that are not detected by the node-level functions. For
the node-level functions, we use different coverage factors for
transient and permanent faults, while we use a single coverage
factor for the system-level functions.

To model the impact of errors in each node, we use a Markov
chain model, see Fig. 6, containing five states that describe the
status of the node: OK (correct operation), recovering from tran-
sient fault, recovering from false alarm, detected node failure, and
undetected node failure. The input parameters to the Markov
chain models are the coverage factors for transient and permanent
faults, the rates of permanent and transient faults, and the rate of
false alarms. From the Markov chain model, we derive the state
probabilities as a function of time. We then derive approximations
of these state probability functions, which we use as inputs in two
different fault-tree models. We use one fault tree for calculating
the probability of mission abort and another one for calculating
the probability of system failure.

Another method for modeling the impact of diagnostic perfor-
mance was presented by Åslund et al. in Ref. �24�, in which the
analysis is a pure fault-tree analysis. When events such as the
occurrence of false alarms and undetected faults are included in
the tree structure it tends to become complex and difficult to
grasp. Also, there is no straightforward approach to model the
effects of transient faults in a fault tree. The state diagram of a
Markov chain model is well suited for modeling the effects of
transient as well as permanent faults, and the impact of error
recovery and false alarms.

Errors caused by transient faults can have various effects on the
system. They can be overwritten and disappear, detected, and
masked by the error handling or they can remain undetected and
cause a severe disturbance so that the complete system fails. We
distinguish between covered and noncovered faults. A covered
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fault is one that causes an error that is detected while the error
from a noncovered fault remains undetected and leads to a failure
of a node or of the complete system. We assume that all detected
errors are recovered. Any undetected errors that have no or a
negligible effect on the system are considered to be covered faults.

The probability factors that represent the diagnostic function’s
ability to recover from errors are expressed in terms of error cov-
erage factors. Three different types of error coverage factors are
used for the control system.

�1� Node-level coverage of transient faults ct
�2� Node-level coverage of permanent faults cp
�3� System-level coverage of a node failure cs

The diagnostic functions in each node are assumed to detect
and recover from errors caused by transient faults with the prob-
ability ct. Consequently, they will fail to detect and recover from
transient faults and thereby produce a node output failure with the
probability �1-ct�. One example of a transient fault that can cause
a node output failure is a bit flip in a register that holds a constant,
for example, a gain factor. If the constant is not updated during the
mission and the diagnostic functions are unable to detect the error,
it will persist throughout the mission causing the node to produce
bad data continuously. A permanent hardware fault in a node is
assumed to be detected by the node itself with probability cp. A
node that produces erroneous output data is declared as failed by
the other nodes of the control system with the probability cs
�system-level coverage�.

Figure 5 illustrates the process to derive the diagnostic require-
ments. Markov models are used to describe the functional state of
each node and a fault tree combines the effect of nodes being in
different functional states into a top event. The top event ex-
presses which node faults and failures that must occur before an

undesired event occurs. We use the process on two undesired
events; improper thrust and mission abort �the top event for im-
proper thrust is denoted system failure in the fault tree�. The cov-
erage factors ct and cp for transient and permanent node faults are
parameters in the Markov chain model. An assignment of these
parameters is done in the process block adjust node coverage in
Fig. 5. The result from the Markov analysis is then fed into the
basic events of the fault tree. The fault tree includes the coverage
factor cs, which can be changed in adjust system coverage.

The analysis of results consists of comparing the quantitative
result from the fault tree analysis with the stated requirements. If
the result from the fault tree is higher than the probability for the
undesired event stated in the requirement, the assumed error cov-
erage is not sufficient. Then, the error coverage figures need to be
adjusted and the process reiterated. The process should continue
until the requirements match the analysis result. We have used the
FAULTTREE� version 11 software to develop the Markov chain and
fault tree models and to perform the quantiative evaluation.

5.1 A Markov Chain Model of Node Failures. A Markov
chain model consists of a number of states and events. A state is a
functional state of a node such as “OK” or “Failed.” An event is
represented by a transition between one state to another. A transi-
tion can be defined in continuous or discrete time. Here, continu-
ous time is used and a transition is expressed as a constant failure
rate. A Markov chain can be either analytically calculated or nu-
merically evaluated in a simulation tool. The result is the prob-
ability that the node is in a certain state after a defined time. The
probability for being in different states is then inserted in the fault
tree as basic events. This is described in Sec. 5.2.

All the nodes in the control system are described with the same
Markov chain model, see Fig. 6. The OK state is the normal
error-free state. If the node fails to produce correct data, either a
transient fault or a permanent failure has occurred. Any fault or
failure changes the state of a node and this is modeled as a trans-
fer to one of the four error states in the Markov chain model. The
states recovering from transient fault and the recovering from
false alarm are intermittent and the states detected node failure
and undetected node failure are absorbing. A state is absorbing if
the probability to leave the state is zero. The error states and
transitions are described in Table 2.

The probability that a node is in an error state can be calculated
analytically for this relatively simple Markov chain model. The
probability that the system is in the state detected node failure is

Fig. 5 Iterative process of diagnostic requirement derivation

Fig. 6 Markov chain model of a node
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PD�t� =
cp�p

�1 − ct��t + �p
�1 − e−��1−ct��t+�p�t�

and undetected node failure,

PU�t� =
�1 − ct��t + �1 − cp��p

�1 − ct��t + �p
�1 − e−��1−ct��t+�p�t�

The two intermittent states recovering from transient fault and
false alarm recover with the same rate �r and we can simplify the
calculation by merging them into one state �recovering�. The
probability PR that the node is in this state at time t is

PR�t� =
ct�t + � f

ct�t + � f + �r
�1 − e−�ct�t+� f+�r�t��1 − PD�t� − PU�t��

=
ct�t + � f

ct�t + � f + �r
�1 − e−�ct�t+� f+�r�t�e−��1−ct��t+�p�t

When a node is recovering, the other nodes are able to analytically
calculate the missing parameter and compensate for the loss of
data. If two or more nodes are recovering from transient or falsely
detected errors, it is assumed that the control system outputs can

be limited and the engine kept running �safe operation� during the
recovery time. However, the thrust response may be delayed and it
is therefore also assumed that the mission must be aborted.

5.2 Fault-Tree Model for System Failure. Fault trees are
used to show what combination of subsystem events that must
occur before the top event occurs. The top of the fault tree that
summarizes the causes for a failure of the control system is shown
in Fig. 7.

The top event in Fig. 7 is caused by three major events.

�1� Failure in the nodes that have a simplex configuration �sen-
sors and FVG actuator�.

�2� Failure of the duplicated components, i.e., CVG and WFM
actuators, control nodes, power supply, or bus.

�3� The event single points of failure, �SPF�, described in Table
1. The event SPF in the fault tree in Fig. 7 could be as-
signed to a low number representing a realistic assumption,
but is instead assigned to 0 to facilitate the comparison of
results.

The fault tree for a control system failure caused by simplex
nodes is shown in Fig. 8. It is divided in two subtrees: covered
failure of simplex nodes and malicious failure of simplex nodes.
The first subtree models those permanent failures that are covered
�as defined in Sec. 5�. In Sec. 5.1, we denoted this type of failure
detected node failure, and the same name is used for all basic
events in Fig. 8. A complete system failure occurs when two or
more nodes fail. This is modeled by a threshold gate with a thresh-
old of 2 �represented by “2” in Gate 2�.

A quantitative evaluation of a fault tree can be very complicated
to perform manually and it is best done with software dedicated
for fault-tree analysis. There are different ways of expressing the
probability for events. A failure probability model with constant
failure rate �exponential density function� and other types of mod-
els can be used. Additional properties of events that can be in-
cluded are repair rate and dormant failure �a failure that is unde-
tected until a certain time has elapsed�. In the Markov chain
analysis shown in the previous section, the probability for a de-
tected permanent node failure was

PD�t� =
cp�p

�1 − ct��t + �p
�1 − e−��1−ct��t+�p�t�

Since ��1−ct��t+�p�t is small for the time period and failure rates
we are analyzing �with failure rates according to Sec. 6, Table 3�,
it is convenient to simplify the expression by using the McLaurin
expansion

ex = 1 + x +
x2

2
+ ¯ +

xn

n!
+ ��n + 1�

of the exponential function. If we use the first order approxima-
tion and exchange x with −��1−ct��t+�p�t, we will get

PD�t� �
cp�p

�1 − ct��t + �p
�1 − �1 − ��1 − ct��t + �p�t�� = cp�pt

The unavailability of a constant failure rate model with rate
cp�p is Q�t�=1−e−cp�pt, which again according to the McLaurin

Table 3 Fault rate assumptions for control system nodes

Node Permanent fault rate, �p Transient fault rate, �t

Sensor 10−5 per hour 10−3 per hour
Servo 10−5 per hour 10−3 per hour
CU 10−5 per hour 10−3 per hour
Power 2�10−5 per hour 0
Bus 5�10−6 per hour 0

Fig. 7 Top of fault tree

Table 2 Description of the error states of a node

Error state Transition to/from the state

Recovering from
transient fault

The node is subjected to a transient fault that
can be recovered.
It is anticipated that the transition to this state
occurs with the rate �t

multiplied with the error coverage factor ct. A
transition back to the
OK state occurs with the recovery rate �r.

Recovering from
false alarm

The error detection algorithms alert that an
error is present when
there is none �transition rate � f�. The node
recovers �a transition back
to the OK state� with the rate �r.

Detected node failure A detected hardware fault of a node. A
transition to this state occurs
with the rate �pcp.

Undetected node
failure

Transition to this state occurs if a transient
fault is not recovered and
manifests itself as a permanent output failure
of the node. It also
occurs after a permanent error that is not
detected and the node
continues to send erroneous output data. The
transition rate to this
state is �1−ct��t+ �1−cp��p.
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expansion is approximately cp�pt for small values. The constant
failure rate model with rate cp�p can therefore be used for all
DNFx events in Fig. 8.

The second subtree in Fig. 8, malicious failure of simplex
nodes, is for noncovered faults where output data from a simplex

node are wrong and remain undetected, see Fig. 9.
The malicious failure mode is a combination of the failure un-

detected node failure in Fig. 6 and the inability to detect the fail-
ure on system level. The inability to detect a system-level failure
is modeled with the SYS�COVERAGE event in Fig. 9 followed

Fig. 8 Failure of simplex nodes

Fig. 9 Malicious failure of simplex nodes
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by an inverting gate with the textual description system-level error
detection/handling fails. The gate undetected permanent failure of
simplex nodes is the OR function of all undetected node failures
from simplex nodes. If undetected permanent failures occur in two
or more nodes, the system fails irrespective of the ability to detect
errors. This is modeled by the gate multiple malicious failure of
simplex nodes. The probability for an undetected failure was in
Sec. 5.1 expressed as

PU�t� =
�1 − ct��t + �1 − cp��p

�1 − ct��t + �p
�1 − e−��1−ct��t+�p�t�

Using the same assumptions as for PD, PU can be approximated to
PU�t����1−ct��t+ �1−cp��p�t. Even if transient faults are as-
sumed to occur more frequently than permanent faults, a constant
failure rate model is very accurate for describing the failure prob-
ability. The values for failure rates are found in Sec. 6, Table 3.

The part of the fault tree modeling the duplex nodes located
immediately below the top gate control system failure is not
shown in a figure but has a similar structure as the simplex nodes
shown in Figs. 8 and 9. It also has two branches: covered failure
of duplex nodes and malicious failure of duplex nodes. The differ-
ence is how the covered failures are modeled, and this is shown in
Fig. 10. Both nodes in a duplex configuration must fail before the
system fails. If, for example, one CVG, one WFM, and one power
supply node fail, the system is still OK. A failure in the power
supply or bus is assumed to be detected and persists during the
complete mission. �The failure rate for these nodes is defined in
Table 3.�

5.3 Fault-Tree Model for Mission Abort. A mission must be
aborted if one node fails permanently, since this brings the system
into a high risk state in which an additional node failure may lead
to a complete loss of the UAV. A mission is not aborted if a single
node suffers a transient fault. However, a mission abort is neces-
sary if transient faults occur in two or more nodes simultaneously.
In this case, there are not enough valid data to calculate correct
control signals for the engine and the engine must be kept running
at constant thrust during the recovery time. There are situations
when it is important to modulate thrust and a failure to do so
prevents the ability to perform a successful mission. Even if the
transient fault rate is as high as defined in Table 3 in Sec. 6 �1
failure per 1000 h�, the risk is very low for the occurrence of
simultaneous transient faults. When the system identifies such an
event, it is likely that the transient fault rate has increased for

some reasons. The increase can, for example, depend on reduced
ability to tolerate disturbances due to degraded EMI protection or
it can depend on deliberate jamming from an external source.
Regardless of the cause of the multiple fault, it is assumed that the
mission must be aborted. We have defined the two criteria for
mission abort, as shown in the fault tree in Fig. 11.

The branch permanent failure of one node is not explicitly
shown but is the OR function of all detected permanent node fail-
ures. Simultaneous transient node failures can occur for both sim-
plex and duplex nodes and the fault-tree structure is the same as
the previously described covered failures shown in Figs. 8 and 10.
The difference is that the basic events are taken from the states of
the Markov chain that can be recovered instead of the absorbing
state for a detected permanent error and that the probabilistic

Fig. 10 Covered failure of duplex nodes

Fig. 11 Mission abort top event
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model for basic events also includes the repair rate.
The unavailability for a basic event with failure rate � and

repair rate � is Q�t�=� / ��+���1−e−��+��t� and in Sec. 5.1, the
probability PR�t� that a node is recovering was shown to be

ct�t + � f

ct�t + � f + �r
�1 − e−�ct�t+� f+�r�t�e−��1−ct��t+�p�t

If we set the factor e−��1−ct��t+�p�t to 1, we will get the upper bound

ct�t + � f

ct�t + � f + �r
�1 − e−�ct�t+� f+�r�t�

of PR�t�. This is a good approximation for the mission time and
failure rates we are analyzing. This is the same expression as the
constant failure and repair rate model if � is substituted with
ct�t+� f and � with �r.

6 Analysis of the Control System
In this section, we derive the requirements for the control sys-

tem diagnostics from engine level requirements for the hypotheti-
cal UAV engine control system shown in Fig. 4. The process for
deriving the diagnostic requirements presented in the previous
section �Sec. 5� is used to determine the coverage factors ct, cp,
and cs.

Assumptions of transient and permanent fault rates for different
nodes are summarized in Table 3. The fault rate of a sensor and a
servo node is assumed to be equal even though a servo node
contains both input and output circuitry. The motive is that an
actuator contains reliable electric components such as linear vari-
able differential transformer �LVDT� and torque motor and that a
sensor node contains pressure sensors or temperature sensors that
are more error prone due to physical properties of the sensors and
the harsh environment. The dominating number used for transient
faults is due to the concern about increased sensitivity to external
disturbances such as cosmic particle radiation and EMI for new

integrated circuit technologies, as these use less charge than pre-
vious technologies to store data. Note that transient faults only are
assigned to sensor, servo, and control unit nodes and not for
power and bus nodes. Transient faults can of course occur in
power supplies and buses as well, but is here set to zero because
they do not contain components that are sensitive to single event
upsets �SEUs�.

6.1 Quantitative Analysis. We will start the quantitative
analysis by checking that the mission abort probability for a 1 h
mission is below the stated requirement 10−3. The calculated re-
sult is presented from the fault-tree program as figures on system
unavailability, unreliability, failure frequency, etc. For the calcu-
lation of mission abort, it is the unreliability that reflects the prob-
ability that the top event has occurred at any time during the
mission. The exact number for mission abort depends on the as-
sumed coverage factors, but is largest and equal to 1.96�10−4 if
the coverage is perfect, i.e., ct=cp=1. A permanent node failure
also requires a maintenance action and the mean time is slightly
more than 5500 h. Hence, both requirement Nos. 2 and 3 of the
engine requirements in Sec. 2 are fulfilled.

When calculating the probability for a system failure, we use
the method described in Sec. 5 and iteratively perform calcula-
tions with different assumptions on coverage. The result is shown
and commented in Table 4 and has been categorized based on the
probability for a catastrophic event to occur. When ideal figures
on error coverage are used �ct=cp=1 and cs can be anything be-
tween 0 and 1�, the chance to get improper engine thrust due to a
control system failure is very improbable �Category A in Table 4�.
However, these systems do not exist in reality. Even if the cover-
age figures are very close to 1, like Categories B and C, the failure
probability rises dramatically. Categories D and E correspond well
to the stated safety requirements. Even if the coverage is as high
as 0.95 �in Category F�, the overall safety requirement is not met.

Let us assume that we design the system so that transient faults

Table 4 Result from quantitative analysis

Category ct cp cs

Failure
prob

��10−6 /h� Comments

A 1 1 don’t
care

0.003 Ideal system, lower failure
bound

B 0.99 0.99 0.999 0.136 Excellent coverage
C 0.99 0.99 0.99 1.32 Very good coverage on all

levels0.99 0.9 0.99 1.44
0.9 0.9 0.999 1.56

D 0.5 0.5 1 6.12 An ideal system-level
coverage compensates for
bad node-level coverage

0.99 0.99 0.95 6.57

E 0.99 0.99 0.9 13.1 The coverage of transient
faults and system coverage
are most important

0.9 0.99 0.99 13.3
0.9 0.9 0.99 13.4

0.99 0.9 0.9 14.3
F 0 0 1 24.5 Hypothetical versus

realistic0.95 0.95 0.95 32.9
G 0.99 0.99 0.5 65.7 See E

0.99 0.9 0.5 71.5
0.5 0.5 0.99 71.8

H 0.9 0.99 0.9 130 Even though the node-
level diagnostics is
excellent, the overall
failure probability is high
if system-level error
diagnostics is missing

0.99 0.99 0 131
0.9 0.9 0.9 132

0.99 0.9 0 143
0 0 0.99 156

I 0.9 0.99 0.5 651 See E
0.9 0.9 0.5 657
0.5 0.5 0.9 662

J 0.9 0.99 0 1300 Just for comparison
0.9 0.9 0 1310
0 0 0.9 1340

0.5 0.5 0 6,540
0 0 0 13,000
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are covered with 99% certainty �ct=0.99�, permanent node fail-
ures are covered with 90–99% certainty �cp=0.9–0.99�, and that
undetected node failures are captured at system level with 90–
95% probability �cs=0.9–0.95�. With these assumptions, the
probability for a catastrophic event is between 6.6 and 14 failures
per million hours, which is close to the requirement No. 1 �10
failures per million hours� stated in Sec. 2.

7 Summary
A method to derive diagnostic requirements in terms of error

coverage factors is presented. The method is used on a distributed
turbofan engine control system. Both permanent and transient er-
rors are considered and are included in a Markov chain model for
each node. The error states of the Markov chain model are
mapped to a fault tree that combines all failure modes of the
control system. This method brings two advantages. Firstly, the
accuracy of the quantitative result is improved by including cov-
erage factors instead of neglecting them. Secondly, the coverage
factors can be used to define requirements on diagnostic perfor-
mance for each component of the system. These requirements can
then be used during development and validation of diagnostic
functions.

The proposed method to derive diagnostic requirements for a
distributed control system is here summarized and consists of the
following steps.

�1� Create probabilistic reliability models for the different
types of nodes in the system and introduce states �failure
modes� which describe different health status. The states
can, for example, be no error, recovering, or permanent
failure. A Markov chain model is well suited for this pur-
pose. Include error coverage factors in the model and de-
rive how the result is to be transferred to the fault tree.

�2� Build a fault tree for the critical events that are of concern
and use the failure modes defined in Step 1.

�3� Include system-level coverage in the fault tree and perform
iterative simulations with different assumptions on error
coverage until it can be shown that the stated requirements
are met.

�4� The obtained error coverage factors represent the top level
requirements for diagnostic performance both on node and
system level. These are used as requirements for hardware
and software design and later on when verification activi-
ties begin.

The described method with iterative quantitative calculations
has been performed in such a way that calculations and mapping
between the Markov chain model and the fault tree require manual
intervention. The method has also been simplified by treating all
nodes equal in terms of failure rate and error coverage. A real
system will probably have slightly different figures. The next step
to reduce the required effort of manual work and to minimize the
risk for using wrong data by mistake could be achieved by auto-
mating the calculation process. This would also enhance the us-
ability of the suggested method since different assumptions on
architecture, diagnostic performance, etc., more easily can be
quantitatively compared to each other.

The quantitative result of the fault tree shows the complete
control system failure probability and can easily be compared to
stated requirements. The analysis shows that high error coverage,
above 95% on an average, on both node and system level is nec-
essary to fulfill requirements. The high number required on error
coverage is strongly dependent on the assumed rate of transient
faults. However, transient faults are a reality that must be taken
into account during analysis. The actual number can of course
vary depending on node architecture and the environment for the
equipment.

The probability of a critical control system failure for a system
with ideal error coverage is almost seven orders of magnitude

lower than for a system with no coverage at all and this shows
how important the error coverage is. In a real system, the error
coverage is closer to 1 than zero. Typically, there is no effect at all
for the majority of the faults caused by SEUs �22� even if only
simple executable assertions �diagnostic functions� are used.
However, there is a quite big gap from detecting most errors to
detect all errors and much effort should be put into the develop-
ment of diagnostic functions to show that they can detect and
recover from errors with high probability. The method presented
in this report will help to define requirements for which the diag-
nostic functions can be validated.
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Nomenclature
COTS � commercial off the shelf �here, ready-made

electronic hardware�
CVG � compressor variable geometry position actuator
EMI � electromagnetic Interference

FADEC � full authority digital engine control
FVG � fan variable geometry position actuator

LVDT � linear variable differential transformer �position
sensor�

NH � compressor rotational speed
NL � fan rotational speed

PS3 � combustor static pressure
SEU � single event upset. The content of a memory

cell is altered due to highly energetic particles
T1 � total engine inlet temperature

T25 � total compressor inlet temperature
T5 � total turbine exhaust gas temperature

UAV � unmanned aerial vehicle or unmanned air
vehicle

VLSI � very-large-scale integration �the process of cre-
ating integrated circuits using thousands/
millions of transistors on a single chip�

WFM � actuator for fuel metering �W symbols the
flow�
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Unsteady Entropy Measurements
in a High-Speed Radial
Compressor
The time-dependent relative entropy field at the impeller exit of a centrifugal compressor
is measured. This study is part of a broader effort to develop comprehensive measurement
techniques that can be applied in the harsh environment of turbomachines. A miniature
unsteady entropy probe (diameter of 1.8 mm) is designed and constructed in the present
study. The unsteady entropy probe has two components: a one-sensor fast-response aero-
dynamic probe and a pair of thin-film gauges. The time-dependent total pressure and
total temperature are measured from the fast-response aerodynamic probe and pair of
thin-film gauges, respectively. The time-dependent relative entropy derived from these two
measurements has a bandwidth of 40 kHz and an uncertainty of �2 J/kg. The measure-
ments show that for operating Condition A, ��0.059 and ��0.478, the impeller exit
flowfield is highly three dimensional. Adjacent to the shroud there are high levels of
relative entropy and at the midspan there are low and moderate levels. Independent
measurements made with a two-sensor aerodynamic probe show that the high velocity of
the flow relative to the casing is responsible for the high relative entropy levels at the
shroud. On the other hand, at the midspan, a loss free, jet flow region and a channel wake
flow of moderate mixing characterize the flowfield. At both the shroud and midspan, there
are strong circumferential variations in the relative entropy. These circumferential varia-
tions are much reduced when the centrifugal compressor is operated at operating Con-
dition B, ��0.0365 and ��0.54, near the onset of stall. In this condition, the impeller
exit flowfield is less highly skewed; however, the time-averaged relative entropy is higher
than at the operating Condition A. The relative entropy measurements with the unsteady
entropy probe are thus complementary to other measurements, and more clearly docu-
ment the losses in the centrifugal compressor. �DOI: 10.1115/1.2799525�

Introduction

A primary goal in the design of turbomachines is to have higher
efficiencies and wider operating ranges. Thus, a substantial effort
has been made to try and understand the loss mechanisms and
their origins in the various components of turbomachines. Al-
though much progress has been made in understanding loss
mechanisms, Denton �1�, our understanding is still incomplete.
The focus of the present work is the structure of the impeller exit
flow in a centrifugal compressor. Centrifugal compressors are
used in automotive, marine turbocharging and distributed power
applications because of their compact design and high stage pres-
sure ratio. At the exit of the centrifugal compressor’s impeller, the
flow is unsteady, three dimensional, and turbulent. The structure
of this complex flowfield is affected by the tip clearance, which in
turn affects the compressor efficiency.

The impeller exit flowfield has been examined using various
measurement techniques including hot wires, Inoue and Cumpsty
�2�, pneumatic and fast-response aerodynamic probes, Roduner et
al. �3�, and laser velocimetery, Strahlecker and Gyarmathy �4�,
Schleer and Abhari �5�. All measurement techniques have their
respective advantages and disadvantages, and thus are comple-
mentary. However, it is incontrovertible that only a measurement

of entropy can provide a rational measure of loss, Denton �1�. A
difficulty, however, is that entropy cannot be measured directly
but only inferred from other properties

�s = cp ln
T

Tref
− R ln

p

pref
�1�

This difficulty has limited progress in experimental studies of the
loss mechanisms in turbomachines.

The present paper demonstrates the use of a newly designed
unsteady entropy probe that is both miniature and robust, and can
provide high frequency measurements in the harsh environment of
a centrifugal compressor. The measurements made with this new
probe provide new insight into the structure of the impeller exit
flow. In the next section, the design of the unsteady entropy probe
is presented. Then the test facility used for this study is described.
A discussion of the measurements then follows. Finally, the paper
concludes with a summary and perspective of the ongoing probe
development.

Unsteady Entropy Probe
The principal components of the unsteady entropy probe are a

fast-response aerodynamic probe �FRAP� and an unsteady total
temperature probe, Fig. 1.

The FRAP is a well-established technology in the Turboma-
chinery Laboratory at the Swiss Federal Institute of Technology
Zürich, and thus only a few of its salient details are discussed
below. More complete details, including design, construction, and
calibration, of the unsteady total temperature probe are presented.

Fast-Response Aerodynamic Probe. The FRAP employs a
miniature silicon piezoresistive chip, Fig. 2, that is glued beneath
a pressure tap on the probe tip. A constant excitation current Ie is
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provided to the Wheatstone bridge, which induces an excitation
voltage Ue and an output signal voltage U. The output signal is
strongly dependent on the pressure differential across the chip and
is only weakly dependent on temperature; on the other hand, the
excitation voltage is weakly dependent on pressure and more
strongly dependent on the temperature. Thus, two-dimensional
polynomials, in terms of the excitation and output voltages, are
used to yield the sensor calibration relationships for the pressure
and temperature. Whereas the frequency response for the pressure
is 70 kHz—the limiting factor being the eigenfrequency of the
pneumatic cavity that is located between the pressure tap and the
diaphragm—an accurate measurement of total temperature is lim-
ited to no more than 10 Hz due to the thermal inertia of the chip.
More complete details on the FRAP technology are provided by
Pfau et al. �6�.

Operating Principal: Unsteady Total Temperature Probe.
The basic elements of the unsteady total temperature probe are a
pair of thin-film gauges that are deposited onto a substrate, Fig. 3,
and used as resistance thermometers. The two thin films are
mounted azimuthally within an angle of �25 deg with respect to
the stagnation line, as the Nusselt number is essentially constant
over this range �7�. As the heat transfer coefficient � is the same
for the two thin films, when the thin-film gauges are electrically
heated to two different temperatures Tf1 and Tf2,

q̇conv1� = ��Tt − Tf1�

q̇conv2� = ��Tt − Tf2� �2�

the total temperature of the flow Tt can be determined from

Tt = Tf1 +
q̇conv1� �Tf2 − Tf1�
q̇conv1� − q̇conv2�

�3�

This measured temperature is independent of the Reynolds num-
ber, Mach number, and the turbulence intensity. Furthermore, the
frequency response of the total temperature measurement can be
readily made the same as that of the total pressure measured with
the FRAP.

The substrate material that is used is fused quartz; its nominal
properties are a density of 2203 kg /m3 and temperature-
dependent specific heat and conductivity that are given in Refs.
�8,9�. In terms of the thermal and mechanical properties, and ad-
hesive technology, quartz was determined to be the most suitable
substrate material. The thin-film gauges are made from
200-nm-thick nickel. In order to assure good adhesion, a
10-nm-thick film of chromium is deposited onto the substrate,
prior to sputtering the nickel. As the substrate is a semicylindrical
body, the sensor is made by removing nickel using a 20 �m di-
ameter pulsed neodymium-doped yttrium aluminum garnet
�Nd:YAG� laser. The resulting serpentine shaped sensor is 30 �m
wide and covers a rectangular area of 0.55�0.85 mm2. Silver
leads are deposited at the end of the sensors and run along the flat
surface of the semicylinder; then gold wires are wedge bonded to
copper wires that are connected to the amplifier.

The diameter of the cylindrical probe is 1.8 mm, and the offset
between the thin-film gauges and the pressure sensor is 2.25 mm.
Thus although the nondeterministic variation of entropy cannot be
measured, by phase locking the deterministic variation in entropy
can be quantified.

Calibration: Unsteady Total Temperature Probe. A static
calibration, made in an oven, is used to derive the thin-film tem-
peratures of the thin-film gauges that are operated as resistance
thermometers. In the calibration, the total temperature probe is
exposed to a low speed �5 m /s�, isothermal air stream within a
channel; the air stream avoids the self-heating of the thin-film
gauges and ensures that there is a homogeneous temperature field
within the channel. Two thermocouples that are placed in close
proximity to the probe are used to measure the temperature of the
air stream. The temperature is varied over a range of 20–90°C in
steps of 10°C, which corresponds to the temperature range of the
present application. The resistances of the thin-film gauges are

Fig. 1 Photograph of the tip of the unsteady entropy probe

Fig. 2 FRAP: „a… miniature silicon piezoresistive pressure sen-
sor chip and „b… schematic of Wheatstone bridge

Fig. 3 Unsteady total temperature probe „before integration
with the FRAP…
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measured after each increment when thermal equilibrium is
achieved. The general form of the temperature-resistance relation
is given in Lomas �10�

R

Rref
= 1 + �R�T − Tref� + 	R�T − Tref�2 �4�

Typical calibration results are shown in Fig. 4. It can be seen that
the slope is linear for the two thin-film gauges; thus the quadratic
coefficient 	R can be neglected. The temperature coefficient of
resistance �R is approximately the same for both thin-film gauges,
indicating that the different steps of the manufacturing process are
both well controlled and repeatable.

Data Reduction: Unsteady Total Temperature Probe. During
the measurements, the thin films are operated at two different
constant feeding currents, the Joulean heating of the thin-film
gauges is balanced by the conductive and convective heat losses.
Thus, the convective heat transfer is given by

q̇conv� = VI − q̇cond� �5�

An electrical circuit is used to pass small constant currents
through the thin-film gauges and to measure the corresponding
voltages across the thin-film gauges. Thus, the first term on the
right-hand side of Eq. �5� is determined from the measured elec-
trical values. On the other hand, the second term on the right-hand
side of Eq. �5� is estimated using an unsteady, semi-infinite, heat
conduction model; this one-dimensional model is based on the
work of Skinner �11�, Schultz and Jones �12�, Oldfield et al. �13�,
and Epstein et al. �14�. In this model, the conductive heat transfer
rates are solved for using an electrical analog that is composed of
a discrete, finite length, series RC network. Thus, in terms of the
electrical analog, the thermal diffusion equation is written as

RC
�v
�t

=
�2v
�x2 �6�

where the voltage v is analogous to temperature T, the capacitance
C is analogous to c /
, and the resistance R is analogous to 1 /k.
The series resistances and capacitances are weighted logarithmi-
cally in a manner that is analogous to the logarithmic spacing
between nodes that are “placed” across the thermal penetration
depth within the substrate. Therefore, an order-of-magnitude
fewer series resistances and capacitances can be used to accu-
rately predict the conductive losses than if a linear weighting is
used. The discretized set of equations

�vi

�t
=

1

RC
� vi−1

�xi�xi−1
−

vi

�xi
� 1

�xi
+

1

�xi+1
� +

vi−1

�xi�xi+1
� �7�

are solved using a fourth-order, Runge-Kutta method. The bound-
ary conditions for Eq. �6� are derived from the temperatures of the
thin-film gauges at the surface and the assumption of a zero heat
flux at the depth of thermal penetration. A linear temperature dis-
tribution across the thermal penetration depth is assumed in order
to provide an initial condition for Eq. �6�. The frequency response
of the conduction model determines the frequency response of the
total temperature measurements, since the electrical circuit has a
bandwidth of 120 kHz. The bandwidth of the model used in the
present work covers 0.43 Hz–120 kHz with a phase shift of less
than 5 deg, which ensures that frequency response of the mea-
sured total temperatures is the same as that of the total pressures.

Two-Sensor Fast-Response Aerodynamic Probe
A two-sensor FRAP �2S-FRAP� was used to measure the un-

steady velocity field. Pfau et al. �6� describe in detail the use of
the virtual four-sensor FRAP, but for sake of completeness brief
details are provided below. The 2S-FRAP is calibrated in a virtual
four-sensor mode by turning probe into three positions similar to a
four-sensor probe, as shown in Fig. 5. A set of four dimensionless
calibration coefficients, given in Eq. �8�, is determined from this
calibration.

K� =
p2 − p3

p1 − pm
K� =

p1 − p4

p1 − pm

Kt =
ptot − p1

p1 − pm
Ks =

p1 − pstat

p1 − pm
�8�

where pm= �p2+ p3� /2. During the measurements, the probe is
used in a virtual four-sensor mode. The flow angles are then de-
termined from the yaw �K�� and pitch �K�� coefficients, and the
velocity from the total pressure �Kt� and static pressure �Ks� co-
efficients. Thus, the three velocity components can be determined.

Error Analysis: Unsteady Total Entropy. Since entropy can
only be inferred from other properties, the measurement uncer-
tainty of the entropy probe can only be evaluated in terms of the
errors in these other properties. Four properties, the measured to-
tal pressure and total temperature, and their respective reference
values, are used to determine the entropy, Eq. �1�.

The uncertainty in the total pressure is in the range �100 Pa,
Pfau et al. �6�. The steady total temperature derived from the
FRAP has an uncertainty of �0.5 K, Kupferschmied �15�. Several
sources contribute to the total temperature derived from the un-
steady total temperature probe. The propagation error technique is
used to combine the uncertainties in these sources into a compos-
ite value. The sources �and relative errors� considered here are the
output voltage of the constant current electrical circuit �0.1%�,

Fig. 4 Static calibration results for unsteady total temperature
probe

Fig. 5 Measurement concept of a FRAP two sensor in a virtual
four-sensor mode
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temperature-resistance calibration constants �0.2%�, and the mate-
rials properties that are used in the conduction model �1.8%�.
These yield a relative error of 2.5% in the total temperature. The
absolute errors on the test rig reference conditions define by Hun-
ziker and Gyrmathy �16� are �120 Pa for pref and 0.2 K for Tref.

The relative error in the entropy is expected to be of 2.51%,
which is equivalent to an absolute error in the range of �2 J /kg.
This estimated uncertainty is consistent with the reported values
for measurements made with the principal components of the un-
steady entropy probe.

Test Rig and Measurement Configuration
The test facility is the single stage, centrifugal compressor sys-

tem, “Rigi,” which is located in the Turbomachinery Laboratory.
The facility is described in detail in Hunzinker and Gyrmathy
�16�. The layout of the system is shown in Fig. 6. It operates in a
closed loop with air delivered at a design volume flow rate and a
pressure ratio of 3.5 m3 /s and 2.8, respectively.

For the present tests, the system is equipped with a centrifugal
impeller followed by a vaneless diffuser. Schleer �17� describes
these two components in detail. The impeller is typical of that
found in small-scale distributed power generation and automotive
turbocharging applications. This scaled-up model matches the
main design criteria and nondimensional parameters that are typi-
cal of the small-scale devices, and also generates flow structures
that are representative of those in small-scale compressors,
Schleer et al. �18�.

The impeller has seven pairs of full and splitter blades, as
shown in Fig. 7. Its outer diameter is 400 mm, and at the impeller
exit the blades are swept back by an angle of 30 deg with respect
of the radial direction. Immediately downstream of the impeller is

a parallel vaneless diffuser with an exit diameter of 580 mm; the
diffuser height is 15.7 mm. The clearance ratio, which is defined
as the ratio of the tip gap width 0.7 mm and the diffuser height
15.7 mm, is 4.5%. An objective of the present work is to use the
newly designed unsteady entropy probe to experimentally quan-
tify details of associated loss generation mechanisms.

The operating line for the compressor at a tip Mach number
Ma=0.8 is shown in Fig. 8. The stage inlet reference condition is
kept constant to pref=95,830 Pa and Tref=297 K. Also shown in
the plot are the two operating conditions at which unsteady en-
tropy measurements are made. Condition A, �=0.059 and �
=0.478, is close to the point of 2 deg flow incidence at the blade’s
leading edge. Condition B, �=0.0365 and �=0.54, is an operating
condition that is close to the onset of stall. The unsteady entropy
probe measurements are made at a radial position of Rd /Rd2
=105% and as illustrated in Fig. 7 are phase locked, using an
optical trigger on the shaft, over a full blade passage. A 2S-FRAP
is also used to measure the three-dimensional velocity flowfield
and flow angularity. Pfau et al. �6� describe the principle of the
2S-FRAP.

The spatial resolution of the measurements using both probes is
0.75 mm in the axial direction, and 0.39 deg azimuthally. At each
measurement point, a time series of 400,000 data points is ac-
quired at a sampling rate of 200 kHz using a NI PCI 4452 data
acquisition board. All data processing is subsequently done on a
laboratory personal computer �PC�.

Results and Discussion
As discussed in Ref. �7�, the Nusselt number is constant when

the thin-film gauges are located on circumferential angles that are
within �25 deg of the stagnation point. Similarly, the calibration
of the FRAP is made over a yaw angle range of −30– +30 deg.
The circumferentially averaged profiles and phase-locked relative
flow angles �rel are shown in Figs. 9 and 10, respectively. The
relative flow angle is defined here as the angle between the abso-
lute flow angle �as determined from two-sensor FRAP measure-
ments� and the absolute yaw angle of the unsteady entropy probe.
The results in Figs. 9 and 10 show that over the range of applica-
tion the temperature and pressure measurements are made within
the range of validity.

The circumferentially averaged measurements of pressure, tem-
perature, and entropy are presented in Fig. 9 for the two operating
conditions. Although the previous laser doppler anemometer
�LDA� measurements of Schleer and Abhari �5� show that there
are significant flowfield variations in the circumferential direction,
the comparison of the circumferentially averaged temperature pro-

Fig. 6 System layout of the compressor facility “Rigi”

Fig. 7 3D rendering of impeller, showing also location of the
unsteady entropy and two-sensor probes and measurement
area

Fig. 8 Operating line for the compressor. A and B are the two
conditions at which time-resolved flow measurements are
made with the unsteady entropy probe.
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files from the piezoresitive chip of the FRAP and thin-film gauges
provides one level of assessment of the entropy probe measure-
ments.

As can be seen in Fig. 11, the profiles of the measured tempera-
tures agree very well over the diffuser height. Quantitatively, the
differences between the two measurements are no more than
0.8%; this excellent agreement is a validation of the entropy

probe’s design. Also shown in Fig. 11 is the total pressure distri-
bution that is derived from the FRAP component of the entropy
probe. This distribution shows that there are lower total pressures
near the shroud wall compared to the hub wall; this suggests that
there are more losses in the flow that is adjacent to the shroud.
The measured entropy profiles, also shown in Fig. 11, confirm this
observation. It should be noted that there are two relative entropy
profiles at each operating point, one each derived from the total
temperatures measured using the piezoresistive sensor of the
FRAP and the thin-film gauges. Both profiles show excellent
agreement with each other.

The highly three-dimensional nature of the impeller exit flow is
seen in Fig. 12, where the contours of the axial, radial, and tan-
gential velocities are plotted for operating Point A ��=0.059�. In

Fig. 9 Circumferentially averaged profiles of relative flow
angle �rel at operating Points A „�=0.059… and B „�=0.0365…

Fig. 10 Time-resolved distribution of relative flow angle �rel
„a… operating Point A: �=0.059 and „b… operating Point B: �
=0.0365

Fig. 11 Circumferentially averaged profiles of total pressure, total temperature, and entropy:
„a… operating Point A: �=0.059 and „b… operating Point B: �=0.0365

Fig. 12 Time-resolved contours of „a… axial velocity, „b… radial
velocity, and „c… tangential velocity, at operating Point A „�
=0.059…
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the plots, the blade positions, which are determined from the
shaft’s encoder signal, are shown. Since the measurements are
made downstream of the impeller exit, there is an apparent shift of
the flow features relative to the blades. The tangential velocities
are relatively high across the height of the diffuser, and relatively
low �	100 m /s� tangential velocities are seen only in the near
vicinity of the shroud. In this region, adjacent to the shroud, the
radial velocities are relatively small in magnitude ��20 m /s� and
are alternatively positive and negative along the circumferential
direction. The negative radial velocities are seen on the suction
side of the blades close to the blade tip, whereas positive veloci-
ties are seen on the pressure side. Near the shroud wall, along the
blade suction sides, the negative axial velocities are evidence of
secondary flows. These secondary flows are more pronounced ad-
jacent to the splitter blade compared to the full blade. Near the
hub, the circumferential variation differs from that along the
shroud, as relatively high radial velocities occur near the suction
side and somewhat smaller radial velocities near the pressure side.
Schleer and Abhari �5� have identified this region of high radial
and intermediate tangential velocities as a jet flow structure. The
intermediate radial velocity/high tangential velocity region that
occurs at midspan in the middle of the passage is identified as a
channel wake flow. These measurements confirm the highly three-
dimensional nature of the impeller’s exit flowfield and the pro-
found effect of the tip gap clearance.

The corresponding time-resolved total pressure, total tempera-
ture, and relative entropy fields are shown in Fig. 13. The mea-
sured total pressures are generally lowered adjacent to the shroud
relative to the hub, as suggested by the circumferentially averaged
profile shown in Fig. 11�a�. Figure 13 also shows that there are no
strong circumferential variations of the total pressure across the
diffuser height. On the other hand, the total temperature field
shows that there are gradients both circumferentially and across
the diffuser height. The variations are indicative of the skewed
nature of the impeller’s exit flow. Near the hub on the pressure
side of the splitter blade, there is an elongated region of elevated
total temperature; on the full blade’s pressure side, the region of
elevated total temperature is more confined. Skewed regions of
relatively low total temperature are seen in the tip clearance re-
gion, and this region of low temperature is more pronounced for

the splitter blade than for the full blade. These regions of rela-
tively low total temperature are a consequence of upward motion
of fluid away from the relative cool shroud wall casing. The heat
transfer is especially pronounced in those regions due to the
strong secondary flow that is identified in Fig. 12. The contours of
the relative entropy field, derived from the total pressure and total
temperature measurement, show marked circumferential varia-
tions, as a consequence of the total temperature variations. The
losses are substantially greater adjacent to the shroud where the
high levels of relative entropy are a result of the high velocity of
the flow relative to the casing. In the previously identified regions
of relatively low total temperature, the levels of relative entropy
are not as high due to the effects of the strong secondary flows.
These effects are more pronounced at the splitter blade tip. At
midspan of the diffuser height, regions of intermediate relative
entropy can be seen, and coincide with the channel wake flow that
was identified in Fig. 13. On the other hand, the jet flow region
has only low level of relative entropy, suggesting that there is little
mixing in this region. The circumferential variations of the rela-
tive entropy are examined for three axial positions, Z=10%
�shroud�, Z=40% �midspan�, and Z=70% �hub� in Fig. 14. Al-
though the abscissa shows the relative entropy, it is meaningful in
this plot to compare the mean and the peak-to-peak variation of
three cases. The mean relative entropy increases from the hub
toward shroud, as discussed above. It is interesting to note also
that while the peak-to-peak range is small �	20 J /kg� at the hub,
it is larger and approximately the same �	50 J /kg� at both mid-
span and shroud positions.

The operating Point B ��=0.0365� that is close to the onset of
stall is examined in Figs. 15–17. Similar to the design operating
point, examined previously in Fig. 12, the radial velocities in Fig.
15 show that there is a region of reversed flow near the shroud
that is caused by the presence of the tip gap.

However, in contrast to the design operating point, the radial
velocities in the region between midspan and hub are larger on the
pressure side of the blades compared to the velocities on the suc-
tion side. Furthermore, the tangential velocities are higher along
the suction side compared to the pressure side, which also differs
from the design operating point. The classical jet-wake model,
first described by Dean and Senoo �19�, can be seen in the pattern
of radial and tangential velocities.

On the pressure side of the blades, the region of highest radial
velocity covers approximately one-third of the passage width and
is identified as the jet region. The wake region covers the remain-
ing two-thirds of the passage width, and close to the blades’ suc-

Fig. 13 Time-resolved contours of „a… total pressure, „b… total
temperature, and „c… relative entropy, at operating Point A „�
=0.059…

Fig. 14 Circumferential variation of the relative entropy at op-
erating Point A „�=0.059… for three axial positions: Z=10%
„shroud…, Z=40% „midspan…, and Z=70% „hub…
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tion side has lower radial velocities and high tangential velocities.
The contours of axial velocity show that there are secondary flows
along the blades’ suction side near the shroud wall. Although the
spatial extent of the secondary flow is smaller than that at operat-
ing Condition A, shown in Fig. 12, the effect of the flow past the
tip of the splitter blade is more pronounced than on the full blade.

Nevertheless, the impeller exit flow is still highly three dimen-
sional, as can be seen from the total temperature field shown in

Fig. 16. Although the flowfield is much less skewed, it is seen that
the region of elevated temperature ahead of the full blade is larger
compared to that ahead of the splitter blade. The effect of the tip
gap on the secondary flow can also be seen in the total tempera-
ture distribution. Specifically near the shroud wall there are re-
gions of relatively low total temperature downstream of the
blades’ suction side. This effect is less pronounced than for oper-
ating Point A. In fact, overall, both the total temperature and total
pressure flowfields are more uniform for Condition B than those
of operating Point A. The time-resolved relative entropy is shown
in Fig. 16�c�. Similar to the design operating point the largest
losses occur in the flow that is adjacent to the shroud due to the
high flow velocity relative to the casing. The wake region has
intermediate levels of relative entropy and the jet region is nearly
loss free.

The circumferential distributions of relative entropy at three
positions are shown in Fig. 17. It can be seen that the mean values
of the relative entropy are similar at the hub and midspan posi-
tions. The similar values of relative entropy at midspan and hub
confirm that the jet-wake flow spans a large portion of the diffuser
height. On the other hand, a higher mean value of the relative
entropy is found at the shroud, but the peak to peak fluctuation is
less pronounced than for the operating Condition A. This indicates
that the tip gap has a smaller effect on the exit flow at the oper-
ating Point B. However, the time-averaged relative entropy is
68.2 J /kg, for the Condition B compared to 62 J /kg for the oper-
ating condition A. This is due to the fact that the mean values of
this relative entropy are in general higher for operating Condition
B.

Concluding Remarks
An unsteady entropy probe has been designed, built, and then

used to make measurements in a centrifugal compressor. The prin-
cipal components of the miniature �diameter 1.8 mm� unsteady
entropy probe are a FRAP and an unsteady total temperature
probe. The FRAP derives total pressure measurements from the
electrical output of a miniature silicon piezoresistive chip that is
beneath a pressure tap on the probe tip. The total temperature is
measured from a pair of thin-film gauges, which are operated as
resistance thermometers. An unsteady, semi-infinite, heat conduc-
tion model is used to correct the voltages across the thin-film
gauges. Thus, high frequency �up to 70 kHz� measurements of the
deterministic relative entropy variations of the flow in centrifugal
compressor can be made.

Fig. 15 Time-resolved contours of „a… axial velocity, „b… radial
velocity, and „c… tangential velocity, at operating Point B „�
=0.0365…

Fig. 16 Time-resolved contours of „a… total pressure, „b… total
temperature, and „c… relative entropy, at operating Point B „�
=0.0365…

Fig. 17 Circumferential variation of the relative entropy at op-
erating Point B „�=0.0365… for three axial positions: Z=10%
„shroud…, Z=40% „midspan…, and Z=70% „hub…
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The centrifugal compressor is typical of that used in small-scale
distributed power generation and automotive turbocharging appli-
cations. The impeller has seven pairs of full and splitter blades
and is followed immediately downstream by a parallel vaneless
diffuser. Phased-locked measurements of the impeller exit flow
are made at a fixed radial position. Two operating conditions, one
that is near the design point and a second that is close to the onset
of stall, are examined. The total pressure, total temperature, and
relative entropy measurements of the unsteady entropy probe are
complemented with three-dimensional velocities and flow angu-
larity measurements from a 2S-FRAP. At the operating Condition
A, the measurements of total pressure and total temperature show
that the impeller exit flowfield is highly three dimensional. The
total pressures are relatively low at the shroud and relatively high
near the hub, on the suction side and pressure side of the blades.
On the other hand, the total temperature field is skewed and has
gradients both circumferentially and across the diffuser height.
Near to the hub on the pressure side of the splitter blade, an
elongated region of elevated total temperature is seen and a more
confined region of elevated total temperature is seen for the full
blade. Therefore, a highly three-dimensional relative entropy field
is measured. Adjacent to the shroud high levels of relative entropy
are measured, and at the midspan there are regions of low relative
entropy interspersed with regions of moderate relative entropy.
The independent measurements of the two-sensor aerodynamic
probe show that the high velocity of the flow relative to the casing
is responsible for the high relative entropy levels at the shroud. On
the other hand, at the midspan, the loss free region is associated
with a jet flow and the channel wake flow, which has moderate
mixing, characterizes the regions of moderate relative entropy.
When the centrifugal compressor is operated near the onset of
stall, a classical jet-wake model type flow is observed. The wake
region, which is close to the blades’ suction side, covers approxi-
mately two-thirds of the passage width, and has intermediate lev-
els of relative entropy. The jet region, which has the highest radial
velocity, is nearly loss free. Similar to the design operating point,
the largest relative entropy, and therefore largest losses, occurs in
the flow that is adjacent to the shroud; this is due to the high flow
velocity relative to the casing. However, although the spatial ex-
tent across the diffuser height of the large loss region is smaller at
operating Point B than that at operating Condition A, the time-
averaged relative entropy is higher for the operating Point B com-
pared to the operating Point A, due to overall higher levels of
relative entropy, especially near the hub, where the channel wake
flow is still found.

The data from the unsteady entropy probe reveal detailed fea-
tures of the highly three-dimensional flowfield at the impeller exit
of a centrifugal compressor. The steady-state measurements are in
very good agreement with the more established FRAP technology.
The time-resolved relative entropy measurements are consistent
with the velocity component measurements made independently
with a 2S-FRAP. The present design of the unsteady entropy
probe comprises a single pressure sensor and a pair of thin-film
gauges; thus, the velocities must be measured separately from the
relative entropy, and analysis is limited to the deterministic fluc-
tuations. A subsequent probe design shall include two pressure
sensors with the pair of thin-film gauges; this new design shall
enable the simultaneous measurement of the velocity components
together with the relative entropy, such that the stochastic fluctua-
tions can be inferred.
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Nomenclature
cp � specific heat of the substrate material

D2 � diameter of impeller tip
FB � full blade

h � enthalpy
I � current

Ma � Mach number at impeller tip=U2 /
�RTt,in
Nu � Nusselt number

p � pressure
PS � pressure side

q � surface heat transfer
Re � Reynolds number
R � gas constant, resistance

Rd � radial position across the impeller
�s � relative entropy
SB � splitter blade
SS � suction side

t � time
T � temperature
U � voltage signal

U2 � impeller tip velocity
V, v � voltage

V0 � inlet velocity
x � distance
Z � axial position measured from shroud to tip

Greek
� � convective heat transfer coefficient

�R � temperature coefficient of resistance �linear
term�

�rel � angle between flow absolute angle and probe
zero yaw angle

	R � temperature coefficient of resistance �quadratic
term�

� � specific flow coefficient, V0 / �D2
2U2�

� � specific work coefficient, �hts /U2
2

Superscripts
� � per unit of area

Subscripts
2 � impeller outlet

coduction � conduction
convection � convection

f1, f2 � thin films 1 and 2
rad � radial

 � tangential
ref � reference condition

s � static
t � total
x � axial
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Empirical Tuning of an On-Board
Gas Turbine Engine Model for
Real-Time Module Performance
Estimation
A practical consideration for implementing a real-time on-board engine component per-
formance tracking system is the development of high fidelity engine models capable of
providing a reference level from which performance changes can be trended. Real-time
engine models made their advent as state variable models in the mid-1980s, which
utilized a piecewise linear model that granted a reasonable representation of the engine
during steady state operation and mild transients. Increased processor speeds over the
next decade allowed more complex models to be considered, that were a combination of
linear and nonlinear physics-based elements. While the latter provided greater fidelity
over both transient operation and the engine operational flight envelope, these models
could be further improved to provide the high level of accuracy required for long-term
performance tracking, as well as address the issue of engine-to-engine variation. Over
time, these models may deviate enough from the actual engine being monitored, as a
result of improvements made during an engine’s life cycle such as hardware modifica-
tions, bleed and stator vane schedule alterations, cooling flow adjustments, and the like,
that the module performance estimations are inaccurate and often misleading. The pro-
cess described in this paper will address these shortcomings while maintaining the ex-
ecution speed required for real-time implementation. �DOI: 10.1115/1.2799527�

Introduction
The current evolution in on-board propulsion health manage-

ment �PHM� systems, aimed at performing real-time engine diag-
nostics and prognostics, has placed a greater demand on model
accuracy and implementation speed. The complexities in assem-
bling accurate physics-based models for real-time operation has
placed greater focus on the use of hybrid engine models employ-
ing some form of empirical modeling. Such an approach to engine
modeling has previously been introduced �1,2� wherein a hybrid
engine model architecture incorporating both physics-based and
empirical components is utilized. This architecture provides a
means to automatically tune the engine model to a particular con-
figuration as the engine evolves over the course of its life and
furthermore, aligns the model to the particular engine being moni-
tored to insure accurate performance tracking and mitigate the
effects of engine-to-engine variation. This paper will discuss the
issues and practical considerations for implementing such a self-
adapting hybrid engine model architecture.

Background
In performance tracking diagnostic systems, an engine model is

typically coupled to a performance tracking element that estimates
module component performance changes �typically efficiencies
and flow parameters� on the basis of gas path measurement pa-
rameter residuals that are computed by comparing observed val-
ues to those generated by the engine model, which serves as a
reference point or baseline. Systems of this type have been in use
for several decades and have undergone a tremendous evolution in
terms of algorithm development, data management, and user in-

terface. Starting in the 1970s with the work of L. A. Urban �3,4�,
many developments ensued within the academic and government
communities and industry groups. The use of Kalman filters
�5–8�, neural networks �9,10�, fuzzy logic �11�, and genetic algo-
rithms �12,13� have been explored for use in the performance fault
isolation and tracking process.

Many of these efforts have been focused on �off-board� ground
processing of the engine data, where time and memory are man-
ageable commodities. Migration to an on-board system poses real-
time constraints and implementation issues not found in off-board
systems. The introduction of the full authority digital engine con-
trol �FADEC� in the mid-1980s and dedicated PHM electronic
boxes in the early 1990s paved the way for insertion of on-board
systems �14�. Although there were variants in the individual ap-
proaches, the first attempts utilized a simple real-time engine
model, typically a state variable model �SVM�, coupled with a
Kalman filter �KF� observer that together provided an adaptable
engine model capable of tracking the monitored engine during
steady state and transient operation. The KF observer would act
upon the residuals formed by the output of the SVM and the
actual observed measurements to provide a set of tuners that
would adapt the SVM to match the actual observations �hence
driving the residuals to zero, on the average�. The tuners consist
of a set of engine module performance parameters such as effi-
ciencies and flow parameters that would allow the engine states
and output parameters to be adjusted in order to provide a more
faithful match to the actual engine. A typical architecture for such
a model is depicted in Fig. 1.

The benefits derived from systems such as this are twofold: �1�
Engine parameter synthesis �both measured and nonmeasured�
from the engine model, and �2� engine module performance track-
ing, as provided by the tuners. The former being useful for FA-
DEC fault detection and accommodation logic and control law
implementation, while the latter has the potential to provide valu-
able performance deterioration information to support engine
maintenance operations and logistics as well as providing a means
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to detect performance anomalies on board to enhance flight safety.
The word potential in the preceding sentence is intentional. A
necessary condition to achieve the performance tracking capabil-
ity is that the �physics-based� engine model provides a faithful
representation of the actual monitored engine. When the engine
model does not provide an accurate representation of the moni-
tored engine, then the residual difference will be interpreted �for
the most part erroneously� as changes in module performance and,
thus, the tuners become a mathematical artifact to close between
the model and engine. Figure 2 depicts such a situation. The tun-
ers are module efficiencies from an on-board system configured as
illustrated in Fig. 1. The data represents a 3000 sec flight segment
of a nominal commercial high bypass commercial turbofan en-

gine. The segment consists of a level flight at 36 K altitude, fol-
lowed by a gradual climb to 38 K, and level flight thereafter. The
ordinate axis represents % � efficiency. The large magnitude and
erratic behavior of these �s is a result of an engine model to
engine mismatch, and as a result, have little to no value for true
performance tracking purposes. For more detail on this phenom-
enon, the reader is referred to Brotherton et al. �1� and Volponi
and Brotherton �15�.

To help mitigate these effects, a hybrid engine model approach
�15� has been suggested wherein the differences �or mismatch�
between the physics-based model and the monitored engine are
empirically modeled. One can think of this as a model initializa-

Fig. 1 Typical on-board engine model architecture

Fig. 2 Example of module performance corruption due to engine model mismatch
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tion process where the resultant model is initialized to represent
the particular engine being monitored. This will mitigate the
model error effects due to engine-to-engine variation, as well as
deficiencies in the physics model due to its simplicity �for real-
time operation� as well as model maintenance. The hybrid model
configuration is depicted in Fig. 3.

The empirical model element, depicted in Fig. 3, is developed
from residuals derived from measured engine outputs and the
�physics-based� model predicted outputs. Fusing this empirical
model with the physics-based model forms a unique hybrid model
of the engine. The empirical element can take many forms, includ-
ing regression models, artificial neural network �ANN� models,
etc., however, to be effective, the implementation should be per-
formed on board in real-time during actual engine operation and
flight. This is a crucial enabling implementation requirement in
that it forgoes the need to have an extensive data infrastructure in
place to handle data transfers �for ground processing� across a
fleet of engines, not to mention the logistics of data maintenance
and latency in incorporating the final model on an engine-to-
engine basis. The primary challenge in developing a hybrid model
building strategy, therefore, becomes one of developing a meth-
odology and process for capturing the physics model to engine
differences within the constraints of limited memory and CPU
throughput found in present day FADECs and/or diagnostic moni-
toring hardware boxes. The remainder of this paper is devoted to
describing a particular empirical model-building process that
achieves the desired goal and conforms to these constraints.

Empirical Model Building Process Overview
A practical consideration for implementing the proposed hybrid

engine model involves the application of some form of sequential
model building for the construction and specification of the em-
pirical model element. This is necessary since the storage and
retention of engine and flight input data over a series of flights
until such a time that sufficient flight and engine regime data were
collected to complete the empirical model would impose an unre-
alistic requirement in terms of storage capacity for an on-board
system. A methodology for incrementally building an empirical
model that circumvented the need for storing the original engine
flight data was reported by Volponi and Brotherton �15�. This
process used a flight envelope partition �called cells� to create

smaller submodels �to decrease the data burden� and introduced a
process to incrementally build the empirical submodels in a se-
quential fashion as flight data became available using computer
generated pseudodata. While this methodology decreased the on-
board storage requirements, it did not adequately address the CPU
throughput issues. The present discussion provides an alternate
methodology for creating these empirical submodels �tuning ele-
ments� without the use of computer-generated pseudodata. The
process, described below, provides a computation �and storage�
reduction in excess of 1000:1 over the previous methodology.
This savings is essential for a successful real-time implementation
of the modeling process.

To represent the empirical model element, we have chosen to
use an ANN referred to as a multilayer perceptron �MLP� network
�16�. These are standard feed forward �back propagation trained�
neural networks. They are commonly used in many engineering
applications, since they are known to be universal approximators.
Traditionally, MLPs are trained in a batch mode, that is to say, all
of the applicable data are collected and the entire data ensemble
presented to the neural network for training. In order to effect an
incremental model building using these type of networks, the �tra-
ditional� training method had to be modified to accommodate this
situation and will be described in the sequel.

To facilitate this modeling process, some form of data compres-
sion is required. This is essential, since the on-board storage of a
flight’s worth of data �captured at 10–20 Hz� would impose an
unacceptable storage requirement, and the processing time to train
an MLP using such a mass of data would be prohibitive. Thus, the
approach that was adopted consisted of a two-stage empirical
modeling process. The first stage is performed in real time during
flight operation. This stage performs the flight data reduction nec-
essary to encapsulate a reduced order representation of the re-
sidual differences that are to be modeled in the second stage. This
reduction is accomplished in real time in a sequential clustering
process that leverages flight continuity to achieve drastic reduc-
tions in time and memory over conventional �generic� clustering
algorithms, to create a compressed representation in the form of
Gaussian mixture models �GMMs� �17�. The second stage is per-
formed on board but off line after the stage 1 processing has been
completed. This will typically be performed at the end of the flight
and could be triggered by a weight-on-wheels �WOW� indicator.

Fig. 3 On-board hybrid engine model architecture
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This second stage will use the cumulative collection of compact
data determined during stage 1 processing from the current and
previous flights to determine the residual empirical model �EM�.
This latter model becomes the empirical element in the hybrid
model. Figure 4 illustrates the two-stage modeling approach.

The first stage of the process is performed in real time. It is the
process of forming the GMMs. In essence, this can be thought of
as a data compression phase, wherein clusters of input and re-
sidual parameter data are formed in real time during flight and
temporarily stored for subsequent processing in the second �off-
line� stage of the model building procedure. In addition to forming
the �compressed� data clusters, the first stage of this process also
performs a myriad of other operations not shown in the overview.
These include operations such as �a� regime recognition, i.e.,
knowing what part of the flight envelope the current data resides
�which is important if flight envelope partitioning is used to utilize
a collection of submodels in lieu of a large single model �15�, and
�b� whether the current data point should be part of a new cluster
or is indeed already covered by an existing cluster from a previous
flight �in which case the current data point is already modeled and
the configuration in Fig. 3 can be executed using existing MLPs to
track performance changes�. Figure 4 depicts only the overview
process of GMM creation �real time� and the sequential MLP
training �off line, but on board� and does not indicate the intrica-
cies involved in steps �a� and �b� as well as the general control of
the hybrid model process. A discussion of these issues is beyond
the intended scope of this paper and will be deferred to future
publications.

The GMMs consist of n-dimensional vectors of engine input
and residual parameter averages and standard deviations and as-
sociated sample sizes. The input parameters are variables such as
altitude, Mach number, ambient temperature and pressure, fuel
demand, handling and service engine bleed demands, etc., while
the residual parameters are the % differences between the physics-
based engine model and the actual engine measurements of pa-
rameters in the engine’s gas path �interstage temperatures, pres-
sures, spool speeds, etc.�. These form a compressed representation
of the continuously monitored data. The goal is to define a real-
time compression process such that an MLP network subsequently

trained on the compressed data would yield essentially the same
results as what would be obtained if all of the original data were
stored and used to train the MLP network in a traditional batch
mode.

Relative to Fig. 4, the steps enclosed within the red dashed lines
form the first stage of the process that is performed on board in
real time. As each data point is received �typically at 10–20 Hz�,
its cell classification is determined using altitude and Mach num-
ber. This defines where in the flight envelope the data resides and
what submodel is in effect. Using the input parameters �of this
data point�, a determination is made as to whether the data point
should be processed by an existing MLP submodel or whether the
current data point represents an area in the flight regime that has
not been previously modeled. This determination is made by es-
tablishing whether or not the n-dimensional input vector falls
within a neighborhood of an already existing GMM residing in
the GMM database. A nearest neighbor criterion, to be described
later, is used for this determination. If the data point falls outside
any already established GMM, it is a candidate for the formation
of a new GMM. The formation of a new GMM is essentially a
data clustering process that is performed in real time.

The steps enclosed in the blue dashed lines in Fig. 4 are per-
formed off line �i.e., nonreal time�, and are performed on board at
the end of the flight. This can be launched by a WOW signal. This
is the second stage of the incremental model building process. The
GMM database is perused to determine if new GMMs have been
added to the database. In this case, on a cell-by-cell basis, new
MLPs are generated for the residual parameters, for each cell �or
submodel� that has new GMMs, and become the current incre-
mental model in the MLP database. Relative to a traditional MLP
training methodology that would train directly on stored flight
data, the proposed method trains on the GMMs directly. The effect
�on the residual� model is essentially the same! Figure 5 highlights
the departure from traditional batch training.

GMM Development
Gaussian mixture modeling concerns modeling a statistical dis-

tribution by a mixture �or weighted sum� of individual Gaussian

Fig. 4 Two-stage empirical modeling approach overview
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distributions. GMM model development has several steps: �1� De-
termine the number of clusters to break the input data into, �2�
determine the cluster centers and which points are associated with
the center and �3� determine cluster statistics.

Traditional clustering algorithms, for example k-means �18�,
assume the points to be clustered are independent. Those algo-
rithms are time consuming. The method developed here, an itera-
tive clustering algorithm, takes advantage of the fact that points
sequential in time tend to be in the same cluster. This assumption
is true due to the physics of how the aircraft and engine traverse
through a flight envelope. Figure 6 shows a high level flow dia-
gram for the algorithm. To determine if a new point falls within
the current cluster, a hypothesis test is performed. Under the
Gaussian assumption, the hypothesis test simply computes the
Mahalanobis distance �the standard deviation weighted distance�
to the cluster center. If that distance is “close” then the test sample
is included with the current cluster of points. Incremental esti-
mates of the cluster multidimensional mean and standard devia-
tion are updated as required. To reduce computational complexity
and storage, only the main diagonal of the data covariance matrix
is stored.

If the new time point falls outside of an existing cluster, it is the
first point of a new, to be determined, cluster and a new cluster of
points is started. The new cluster is assumed to contain some
minimum number of points, so that the first Nmin points are used
to form an initial estimate of the cluster multidimensional mean
and standard deviation. Nmin is set to different values depending
on whether the engine �and aircraft� is in a steady state or transient
condition. For steady state, Nmin is large while for a transient
condition it is relatively small. The procedure now continues with
the next new time sample. Smoothing is performed on the various
estimates so that outlier points do not cause spurious clusters to be
performed.

MLP Neural Network Training
Neural network training is performed by adjusting the various

parameters in the neural network to optimize some performance
functional. For standard training, this is simply the sum-of-squares
error �SSE� defined in Eq. �1� as

SSE = �
k=1

N

�r�k� − F�u�k���2 �1�

where r�k� is the kth point of the residual sequence we are trying
to predict, u�k� is the kth point of the multidimensional input data
set, and F�•� is the mapping function approximated by the �MLP�
neural net. There are N points in the training data set.

Assume that the GMM model is made up of C clusters. Let
M.n�i� be the number of points contained in cluster i. Let M.c�i�
represent the center of cluster i with associated standard deviation
M.s�i�. Taking into account these cluster parameters, an equiva-
lent SSE error function to be used for training can be derived as
given in Eq. �2� below

SSE =
1

N�
i=1

C

M.n�i��M.cr�i� − F̂�M.cu�i��
M.sr�i�

�2

�2�

where

N = �
i=1

C

M.n�i� = total number of points

and the “r” and “u” subscripts refer to the components in the ith
cluster that correspond to the residual and inputs respectively, i.e.,

M.c�i� = �M.cu�i�,M.cr�i�	
This is the only change required in the trainer. Using the GMM
method, data compression in excess of 1000:1 can be achieved
with a 500� reduction in training time with no appreciable loss in
statistical performance.

Example
Returning to the example of Fig. 2, we consider a high bypass

commercial turbofan cruising at 36 k altitude, climbing to 38 k
altitude, and then cruising at this new altitude condition. Stream-
ing data captured at 20 Hz is used in this example. The flight
altitude and Mach number are depicted in Fig. 7.

The input parameters �u� for this flight segment consisted of a
total of eight variables; altitude, Mach, low rotor speed �N1�, vari-
able compressor vane angle, several engine bleed commands
�B25, B8�, active �turbine� case clearance control, and an air-oil
cooling command. These are depicted in Fig. 8. �Note: The ordi-
nate axis has been removed in this plot to preserve the proprietary
nature of the engine data.� The residual parameters for eight gas
path outputs �rotor speeds and interstage temperatures and pres-
sures� were calculated from a comparison of the engine measure-
ments and a real-time SVM of the engine and recorded at 20 Hz.
The %� residuals appear in Fig. 9.

Processing this data through the system depicted in Fig. 1
yields the module performance tracking observed in Fig. 2. Since
this engine was known to be of nominal performance, it is clear
that it is an engine-model mismatch contributing to the nonzero
residuals and attendant module performance � behavior. Applying
the methodology described in the preceding sections, a set of
GMMs was formed. The original 3000+ sec data set consisted of
62,647 points �N� �per parameter� collected at 20 Hz. The number
of GMMs �C� generated to represent this data in compressed form
was 38. This represents approximately a 1600:1 reduction. Figure
10 depicts the location of the original data �relative to altitude and
Mach� with the superimposed GMM centers. There are eight di-
mensions for the original data inputs and GMM centers; however,
only two are displayed here for convenience. The green dots rep-
resent the original data points while the large red dots and ma-
genta squares represent the GMM centers �the latter having in
excess of 1000 points in the cluster�. The attendant 1 sigma el-
lipses about the centers are superimposed for reference.

The appearance of the GMM distribution relative to the actual
data might appear strange at first glance in that they seem to be

Fig. 5 MLP training overview
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clustered together in certain regions and sparse in others. The
reason for this is that the GMM centers are multidimensional vec-
tors and only altitude and Mach are depicted. The �seemingly�
dense distribution in altitude and Mach is really due to the other
six input parameters not shown. In actuality the GMM centers are
more nearly uniformly dispersed throughout the eight-dimensional
input space.

The 1600:1 compression represented in this segment is rather
dramatic, and it would be natural to question the suitability of the
GMM formulation and whether or not training an MLP on 38
GMMs �in the second stage of the process� would yield essentially
the same result as training on the original 62,647 data points

directly. The efficacy of the GMM compression can be tested by
running the original data back through the hybrid model system
depicted in Fig. 3, where the MLP has been trained using the 38
GMMs. The effect on the performance �s is depicted in Fig. 11.

Although the performance �s are not identically zero, they ex-
hibit a more reasonable behavior expected from a nominal perfor-
mance engine �compared to Fig. 2�. The engine-model mismatch
has all but been removed for this flight segment. As the aircraft
flies other trajectories, the GMM database would be extended �via
the algorithm described above� and the MLP neural networks
would be retrained to capture the new regime. Over a short period

Fig. 6 GMM algorithm overview
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Fig. 7 Example cruise data

Fig. 8 Example cruise data input parameters
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of time, the typical flight trajectory of a commercial aeroengine
would be captured and modeled and the hybrid model would then
be complete.

What is significant is the autonomous nature of the process.
What needs to be modeled and when the modeling ceases is
driven by the data itself and is not predetermined. This allows the
process to be deployed with a large variety of aircraft/aeroengine
combinations. The process also makes no assumptions relative to
the accuracy of the underlying physics-based model whose depar-
ture from the monitored engine is being captured and empirically
modeled. It should be understood, however, that the empirical
model is intended as a fine-tuning element in the hybrid model

strategy and is intended to augment the physics-based model, not
to replace it. A reasonably accurate physics model should always
be the primary modeling element. The empirical fine tuning com-
pensates for �physics-based� model deficiencies, engine-to-engine
variation, and supports model maintenance over the engine’s life
cycle.

One of the primary drivers for considering the hybrid model
approach was to mitigate the effect of model-engine mismatch on
performance tracking. The reduction of Fig. 2 to that of Fig. 11
supports this goal. In Fig. 12 we depict a simulated faulty condi-
tion to illustrate the point.

The data processing in the example cited above was accom-

Fig. 9 Example cruise data %� residual parameters

Fig. 10 GMM locations in flight trajectory
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plished off board on a test bench using a modification of an ex-
isting electronics box that is currently used for aircraft/engine vi-
bration monitoring. Streaming ARINC 429 data was captured
beforehand and stored for the 3000 sec flight segment of the com-
mercial high bypass turbofan engine. The hardware, depicted in
Fig. 13, has two PC-104 cards that support an ARINC 429 inter-
face card and a CPU/Ethernet card, respectively. The ARINC 429
interface card was used for reading the stored data from a simu-

lated ARINC 429 bus. The CPU card forms the computation plat-
form within the box. This card includes an Ethernet port for real-
time output of the hybrid modeling calculations and results for
user monitoring and graphics. The computational core is supplied
by a 233 MHz Pentium II compatible processor. Although the
processing was constrained to run in real time at the 20 Hz data
rate, benchmark testing indicated that the calculations described in

Fig. 11 Performance �s using hybrid model trained with 38 GMMs

Fig. 12 Hybrid model effect on performance tracking
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this paper, if unconstrained, would run approximately 50� real
time in this hardware configuration.

Summary
The concept of a hybrid engine model has been introduced and

discussed. A pivotal requirement for successful implementation of
such systems �containing empirical model elements� is the ability
to perform the empirical modeling task in a manner that imposes
little additional burden in terms of data manipulation, infrastruc-
ture, memory, and computation. A two-stage on-board empirical
modeling strategy has been presented �in overview� that supports
autonomous real-time model derivation and subsequent model op-
eration. Hybrid models show great promise in providing increased
accuracy for parameter synthesis and module performance
tracking.
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Nomenclature
ANN � artificial neural network
Cells � flight envelope partition

EM � empirical model
FADEC � full authority digital engine control

GMM � Gaussian mixture model
MPA � module performance analysis
MLP � multilayer perceptron neural network
PHM � prognostic health management

WOW � weight on wheels
SVM � state variable model
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Introduction
In the last four decades, many research efforts have been con-

ducted to develop efficient fault detection and isolation techniques
for gas turbine engines. Generating a precise information about
the health condition of the engine leads to improved safety and
reliability while reducing operating costs.

The diagnosis tool considered herein is a gas path analysis
method whose purpose is to assess the changes in engine module
performance, described by so-called health parameters, on the ba-
sis of measurements collected along the gas path of the engine �1�.
Typically, the health parameters are correcting factors on the effi-
ciency and the flow capacity of the components �fan, lpc, hpc, hpt,
lpt, nozzle� while the measurements are intercomponent tempera-
tures, pressures, and shaft speeds.

Besides component faults, sensor �instrumentation� faults may
occur. Generally speaking, a sensor fault is data generated by a
sensor whose behavior no longer respect the manufacturer char-
acteristics. Instrumentation faults can be classified as systematic
errors, such as biases and drifts, or as impulsive noise, which are
random “spikes” in the measured data.

These instrumentation faults can spoil the estimation of the en-
gine condition. It is therefore mandatory to bring robustness
against sensor faults in diagnosis tools, which has been the subject
of an increasing number of contributions. A short, nonexhaustive
review of various techniques investigated in the jet engine com-
munity is given below:

1. Data cleaning/filtering. It is actually a preprocessing of the
measurements, the purpose of which is to remove aberrant
values from the samples before they are used in the moni-
toring algorithm �2,3�. While very simple to understand,
such a technique may be difficult to implement in a real-time
environment to process transient data.

2. Instrumental variables: This second solution consists in
treating sensor faults symmetrically to component faults. To

this end, parameters intended to model sensor faults are in-
troduced in the diagnosis problem as additional unknowns to
be estimated together with the health parameters �1,4�. This
technique, however, makes the estimation problem underde-
termined and achieves a poor sensor-fault isolation.

3. Banks of Kalman filters have also been applied to cope with
sensor faults: Each filter uses all sensors but one to estimate
the health parameters. The filter that does not rely on the
faulty sensor is the only one achieving an accurate estima-
tion �5,6�. The major drawback of this approach resides in its
combinatorial nature, allowing the isolation of a predefined
set of fault events.

4. Robust estimation techniques: The concept is to include ro-
bustness against sensor faults within the estimation algo-
rithm itself. The robustness is obtained by replacing the
least-squares criterion by another one �to be defined later�,
less sensitive to outliers �7–9�. In short, an outlier can be
defined as an observation that lies outside the overall pattern
of a given distribution.

In the present contribution, the development of a new algorithm
for performance monitoring based on robust estimation is re-
ported. The innovative aspect is that the robust estimation prob-
lem, which is basically a nonlinear one, can be transformed into a
quadratic programming problem �10� for which efficient solvers
are available. The benefit in terms of stability and accuracy
brought by the robust diagnosis tool is illustrated for several sen-
sor faults that may be encountered on a jet engine.

Description of the Method
The scope of this section is to provide a short description of our

diagnosis tool �see Ref. 11 for more details�, to derive the sensor-
fault-detection and isolation �SFDI� module, and to present its
integration within the existing diagnosis algorithm.

Diagnosis Tool. As part of model-based techniques, our diag-
nosis tool requires a simulation model of the turbine engine. In the
framework of gas path analysis, these are basically nonlinear aero-
thermodynamic models based on mass, energy, and momentum
conservation laws applied to the engine.

The diagnosis tool is able to process transient data. Given the
nonlinearity of the system model, the extended Kalman filter �12�
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is used instead of the generic, linear Kalman filter. The simulation
model of the engine is written in the state-space form, namely,

xk = F�uk,vk,wk,xk−1� + �k �1�

yk = G�uk,vk,wk,xk� + �k �2�

where k is a discrete time index, uk are the command parameters
�e.g., fuel flow�, vk are the measurable exogenous inputs �e.g.,
ambient temperature and pressure, Mach number�, wk are the
aforementioned health parameters, and xk are the state variables.
The state variables are associated with the transient phenomena
taking place in the gas path of the engine. Generally speaking,
three types of transient effects are distinguished: the heat transfers
between the gas path and the components of the engine, the shaft
inertia, and the fluid transport delays. Equation �1� is named the
state transition equation and gathers the deterministic model of the
engine dynamics F�·� and a random variable �k, which represents
model inaccuracies. Similarly, Eq. �2� is called the measurement
equation and gathers the deterministic simulation model G�·� and a
random variable �k, which represents sensor inaccuracies. To
complete the description of the system, a third equation describing
the temporal evolution of the health parameters must be supplied.
A random walk model is generally adopted �see Ref. 13 for further
details�.

Both �k and �k are assumed to be zero-mean, white and Gauss-
ian random variables,1 which is denoted by

�k = N�0,Ry� and �k = N�0,Rx� �3�

The state variables are either measured, thus noisy, or nonmeasur-
able. Hence, they must be estimated together with the health pa-
rameters from the same sequence of measurements yk. A marginal
estimation approach is selected to solve this dual estimation prob-
lem. The marginal estimation approach is presented in Ref. 14 and
basically relies on two extended Kalman filters running concur-
rently, one for the health parameters and the other one for the state
variables. Once the former filter has updated the health param-
eters, the current value is used by the latter to update the corre-
sponding state variables. So, the state variable estimation im-
proves as the identified health parameters are getting closer to
their actual values.

Provided that a prior value for the health parameters and the
state variables is available, the basic step consists in observing the
discrepancies between the model outputs, denoted ŷk, and the ob-
served measurements yk. These discrepancies, also called residu-
als and denoted rk, are processed by the marginal estimation Kal-
man filter, which recursively updates the health parameters and
the state variables so that the residuals are driven to zero on av-
erage. This process is illustrated in Fig. 1.

For sake of brevity, elements of the estimation technique are
recalled for the health parameter identification side of the dual
estimation problem. All developments may be transposed to the
state variable estimation problem by making adequate
substitutions.

The Kalman filter can be seen as a recursive maximum a pos-
teriori approach to parameter identification. Both the health pa-
rameters and the measurements are considered as random vari-
ables following a normal distribution. Within this framework, the
estimated health parameters are obtained by minimizing the fol-
lowing objective function:

J�wk� =
1

2
�wk − ŵk

−�T�Pw,k
− �−1�wk − ŵk

−� +
1

2
rk

TRy
−1rk �4�

The first term in the right-hand side of Eq. �4� forces the identified
health parameters to lie in a neighborhood of the prior value ŵk

−.
The prior covariance matrix Pw,k

− specifies the shape of this region

and summarizes the information contained in the measurement
sequence up to time k−1. The second term reflects the weighted
least-squares criterion. The interested reader may consult Ref.
�13� for an extensive derivation.

Considering an update mechanism based on an extended Kal-
man filter, the residuals are approximated with

rk = yk − ŷk = yk − �ŷk
− + Gk�wk − ŵk

−�� = r̂k
− − Gk�wk − ŵk

−� �5�

where

ŷk
− = G�uk,vk,ŵk

−, x̂k
−�

Gk = � �

�wk
G�uk,vk,wk, x̂k

−��
wk=ŵk

−

are, respectively, the a priori prediction of the measurements and
the Jacobian matrix of the measurement equation around the prior
values of the states and health parameters.

Canceling out the first order derivatives of Eq. �4� leads to the
update relation for the health parameters:

�Pw,k
− �−1�wk − ŵk

−� − Gk
TRy

−1rk = 0 �6�

Making the Algorithm Sensor-Fault Tolerant. As mentioned
in the Introduction, a sensor fault can be defined as data generated
by a sensor that no longer follows the manufacturer’s characteris-
tics. Mathematically speaking, it means that the measurement
noise associated with a faulty sensor cannot be described by a
zero-mean Gaussian random variable, which is one of the assump-
tions of the Kalman filter as seen in Eq. �3�. In this section, a
robust estimation technique is presented that lowers the sensitivity
of the Kalman filter with respect to outliers.

The quadratic penalization of the residuals in the objective
function �4�, which derives directly from the assumption of a
Gaussian measurement noise, makes the algorithm very sensitive
to large residuals. Consequently, even a small amount of outliers
can strongly deteriorate the quality of the estimation.

The aim of robust estimation techniques is to lower the sensi-
tivity with respect to large residuals by replacing the Gaussian
probability density function by another noise distribution prone to
outliers. Among the many candidate distributions, the so-called
�-contaminated function �also known as Huber’s function� has
received much attention in the literature and is selected in this
contribution. A detailed description of this function is beyond the
scope of this paper, but can be found in Ref. �15�. Basically,
Huber’s function consists in a Gaussian random variable contami-
nated by a fraction � of outliers.

Practically, the residuals rk in Eq. �6� are replaced with a func-
tion ��rk� intended to deemphasize the influence of large residu-
als:1In addition, �k and �k are assumed uncorrelated.

Fig. 1 Health parameter and state variable update mechanism
using a DEKF
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�Pw,k
− �−1�wk − ŵk

−� − Gk
TRy

−1��rk� = 0 �7�
Huber’s weighting function is presented in Fig. 2 for a scalar
random variable �. Mathematically, it can be written as

���� = max�− ��,min��,���� �8�

where � is the standard deviation of the “clean” Gaussian variable
and the scalar � is a threshold depending on the contamination
level � �e.g, �=1.399 for �=0.05�.

Adopting Huber’s function as the penalization function of the
residuals leads to robustness against sensor faults but turns the
simple linear function �6� for parameter update into a nonlinear
one. No explicit update formula can be obtained and relation �7�
must be solved numerically, with Newton’s method, for instance.
This might be cumbersome for on-line applications.

Nonetheless, it is shown in Ref. �10� that the nonlinear program
resulting from the choice of a noise distribution following Huber’s
law can be transformed into a quadratic program for which effi-
cient and fast solvers are available �16�. Reported below are the
milestones of this transformation.

As a first step, the vector bk is introduced in the measurement
equation �2� to model the outliers:

yk = G�uk,vk,wk,xk� + bk + �k �9�

Then, the objective function of the robust estimation problem
becomes2

J�wk,bk� =
1

2
�wk − ŵk

−�T�Pw,k
− �−1�wk − ŵk

−� +
1

2
rk

TRy
−1rk + �−1�−T�bk�

�10�

The equivalence between solving Eq. �7� for wk with Huber’s �
function and minimizing the objective function �10� with respect
to wk and bk is established in Ref. �10�. It should be pointed out
that the criterion �10� is convex and therefore admits a unique
optimum. In Ref. �17�, a robust diagnosis tool for steady-state data
is obtained by minimizing equation �10� alternatively with respect
to wk and bk.

To transform the objective function �10� into a quadratic pro-
gram, the quantities bk and �bk� are replaced with their positive
and negative parts:

bk = bk
+ − bk

−

�bk� = bk
+ + bk

− with � bk
+ = max�bk,0�

bk
− = − min�bk,0� � �11�

With this change of variables, the objective function writes down

J�wk,bk
+,bk

−� =
1

2
�wk − ŵk

−�T�Pw,k
− �−1�wk − ŵk

−� +
1

2
rk

TRy
−1rk

+ �−1�−T�bk
+ + bk

−� �12�
At this point, it may be interesting to compare the presented

approach and the one based on instrumental variables �1,4�. Both

of them introduce a vector of additional unknowns, namely, the
vector bk, to model the sensor faults. The major difference lies in
the fact that the instrumental variable approach treats symmetri-
cally the health parameters and the bias vector bk while the robust
one adds a linear penalizing term on bk—the third term in the
right-hand side of Eq. �10�.

Unlike the Kalman filter, the quadratic programming formula-
tion does not supply an explicit relation for the update of the
covariance matrix of the health parameters, which is certainly a
drawback. Yet, in the realm of performance monitoring, the deg-
radation undergone by the engine evolves relatively slowly and is
continuously tracked so that the prior value ŵk

− will generally be
close to the true value. Under this assumption, a simplification is
applied in the robust estimation problem: the estimations of the
bias bk and the health parameters are decoupled. First, the sensor-
fault vector is estimated by minimizing �10� in which the health
parameters are frozen to their prior value. This results in the fol-
lowing quasiunconstrained quadratic program:

min
bk

+,bk
−
J�ŵk

−,bk
+,bk

−� subject to �bk
+ � 0

bk
− � 0

� �13�

Secondly, a regular extended Kalman filter comes into play to
update the health parameters and their covariance matrix. The
effect of sensor biases is accounted doubly: The residual pro-
cessed by the Kalman filter is corrected with the vector bk and the
covariance matrix of the measurement noise is adapted accord-
ingly:

rk = yk − ŷk → rk = yk − ŷk − bk �14�

Ry → Rb,k = Ry + bkbk
T �15�

From a marginal estimation standpoint, splitting the estimation of
the bias and of the health parameters constitutes an advantage
given that an objective function analogous to Eq. �10� describes
the problem of robust state estimation. Yet, with the present tech-
nique, only one call to the quadratic programming solver is
needed to determine the sensor biases. This is highlighted in the
following section.

Modification of the Diagnosis Algorithm. The block diagram
of the modified diagnosis algorithm is shown in Fig. 3. A short
description of the procedure is given in the sequel.

Similar to the original procedure detailed in Fig. 1, the previous
estimates of the state variables x̂k−1 and health parameters ŵk−1 are
used together with the current inputs uk and vk by the engine
performance model to generate an a priori estimation of the mea-
surements. The a priori residuals between the measurements and
their estimation are input to the SFDI module, which computes
the sensor-fault vector bk by solving Eq. �13�. The residual rk is
formed by subtracting the sensor-fault vector bk to the a priori
residuals and is fed into the original dual estimation Kalman filter
�DEKF�. The covariance matrix of the measurement noise Ry is
replaced with Rb,k to further lower the contribution of the faulty
sensor to the state and parameter updates.

A further operation, which is not sketched in Fig. 3, has been2Note that the residuals rk are also a linear function of wk and bk.

Fig. 2 Huber’s weighting function for a scalar random variable
Fig. 3 Integration of the SFDI module
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implemented in the robust diagnosis tool. Besides its direct use in
Eqs. �14� and �15�, the sensor-fault vector bk is also processed
with an exponentially weighted moving average filter. As soon as
one of the components of the filtered bk exceeds a predefined
threshold, the related sensor is discarded in the DEKF. In that
way, the DEKF becomes totally immunized against a detected
sensor bias or drift by processing an incomplete residual vector.
Reference �18� explains the modifications to apply to the Kalman
filter in that case.

The impact of the SFDI module on the global computational
burden is very limited �less than 10% increase� due to the exis-
tence of very efficient solvers for quasiunconstrained quadratic
problems. Moreover, most of the CPU time is spent in the com-
putation of the Jacobian matrices needed by the extended Kalman
filters.

Application of the Method

Engine Layout. The application used as a test case is a large
bypass ratio mixed-flow turbofan. Due to the nonavailability of
real data, the robust diagnosis tool has been tested on simulated
data only. The engine performance model has been developed in
the frame of the OBIDICOTE3 project and is detailed in Ref. �19�.
A schematic of the engine is sketched in Fig. 4 where the location
of the 11 health parameters and the station numbering are also
indicated. One command variable, which is the fuel flow rate fed
in the combustor, is considered in the following.

A dynamic model is available in the state-space form specified
by relations �1� and �2�. The modeled engine dynamics account
for the shaft inertia and for the heat transfers in the hpc, the
combustor, and the hpt, which results in the set of seven state
variables listed in Table 1.

The sensor suite selected for tracking the performance degrada-
tion is representative of the instrumentation available on-board
contemporary turbofan engines and is detailed in Table 2 where
the nominal accuracy of each sensor is also reported. In this con-
figuration, the number of health parameters to estimate exceeds
the number of sensors. Therefore, if a sensor fault occurs, it is
likely that several combinations of the health parameter deviations
exactly reproduce the sensor fault, thus leading to a wrong diag-
nosis of the engine condition. To allow the simultaneous detection
of sensor and component faults, the redundancy must conse-
quently be increased.

In the present application, the redundancy is extended by taking
into account the fact that, on modern engines, the instrumentation
is generally “dual channeled:” Each of the eight probes is con-
nected to two independent lanes �sensing element and signal pro-

cessing hardware�. As a result, 16 measurements are available,
which provides the necessary redundancy to perform the robust
estimation problem. It must be pointed out that this trick does not
modify the observability of the health parameters, which is linked
to the variety in the sensor suite.

Definition of the Test Cases. A series of test cases has been
designed to assess the efficiency of the new robust estimation
technique. The operating conditions are set to sea-level static,
standard day conditions. The evolution of the fuel flow versus
time is open-loop scheduled, as depicted in Fig. 5. The sequence
is 800 s long and is made of two successive power sweeps be-
tween ground idle and maximum continuous regimes, followed by
a slam between ground idle and take-off ratings.

The engine wear is simulated from the component fault case
proposed in Ref. �20�. It consists in a drift of nearly all health
parameters, starting from a healthy engine �all parameters at their
nominal values� at t=0 s and with the following degradation at
the end of the sequence �t=800 s�: −0.5% on SW12R, −0.5% on
SE12, −0.4% on SW2R, −0.5% on SE2, −1.0% on SW26R,
−0.7% on SE26, +0.4% on SW41R, −0.8% on SE41, −0.5% on
SE49.

Gaussian noise, whose magnitude is specified in Table 2, is
added to the clean simulated measurements in order to make them
closer to real ones. The data are processed at a sampling fre-
quency of 50 Hz, which is a sufficient value to capture the afore-
mentioned engine dynamics.

Three types of sensor faults are investigated in the test cases:
impulsive noise, sensor bias, and sensor drift. The sign of the
sensor fault must also be accounted for; this results in six types of

3A Brite/Euram project for On-Board Identification, Diagnosis and Control of
Turbofan Engine.

Table 1 State variables modeling the transient effects „follow-
ing the OBIDICOTE nomenclature…

Label Description

Nlp
Low pressure spool rotational speed

Nhp
High pressure spool rotational speed

Tm3b
High pressure compressor blade temperature

Tm3c
High pressure compressor casing temperature

Tm4b
Combustion chamber casing temperature

Tm42b
High pressure turbine blade temperature

Tm42c
High pressure turbine casing temperature

Table 2 Selected sensor suite „uncertainty is three times the
standard deviation…

Label Uncertainty Label Uncertainty

p13
0 �100 Pa T26

0 �2 K
p26

0 �500 Pa T3
0 �2 K

p3
0 �5000 Pa T6

0 �2 K
Nlp �6 rpm Nhp �12 rpm

Fig. 4 Turbofan layout with station numbering and health pa-
rameter’s location

Fig. 5 Fuel flow profile
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sensor faults, which are described in Table 3.
The level of impulsive noise per sensor is set to 5%; it means

that on average, 5 out of 100 samples are aberrant. The magnitude
is set to �10 times the standard deviation. For the biases, only
one sensor is simulated faulty at a time. The bias starts at t
=100 s and does not evolve until the end of the sequence. Con-
sidering the drifts, only one sensor is simulated faulty at a time as
well. The drift starts at time t=100 s with a magnitude of zero and
reaches a magnitude of �10 standard deviation at t=800 s. The
magnitudes of the sensor faults have been selected according to
contributions from members of the OBIDICOTE project.

Definition of a Figure of Merit. The efficiency of the estima-
tion performed by the original diagnosis tool and the robust one is
assessed in terms of the maximum root mean square error
�RMSE� over the whole sequence:

erms = max	
1

n�
k=1

n �wk − ŵk

whl 2� �16�

where whl are the nominal values of the health parameters.
Given the stochastic character of the measurement noise, each

test case has been run 20 times and the RMSEs reported in Tables
4–6 are the average over the 20 runs in order to guarantee that
they are statistically representative. A test case characterized by an
averaged maximum RMSE below 0.25% is declared as successful,
which is indicated by a checkmark. This threshold corresponds to
three times the standard deviation of the identified health param-
eters �i.e., the square root of the diagonal terms of the covariance
matrix Pw,k�.

Results: Impulsive Noise. Table 4 reports the figure of merit
defined above for the test cases involving no sensor fault �i.e.,
Gaussian noise only� and impulsive noise �fault types a and b�. It
can be seen that the robust DEKF achieves the same efficiency in
the estimation of the health parameters as the regular DEKF when
no sensor fault is present. The figure of merit obtained by the
standard DEKF when facing impulsive noise underlines the pro-
nounced sensitivity of the Kalman filter with respect to outliers.
On the contrary, the robust DEKF keeps the same level of accu-
racy when processing data contaminated with “spikes.”

Results: Sensor Biases. The scores obtained by both diagnosis
tools in the case of one biased sensor are given in Table 5. What-
ever the faulty sensor and the sign of the bias, the basic DEKF
provides a spoiled diagnosis of the engine condition. It can be
concluded that only 1 measurement out of 16 violating the zero-
mean Gaussian assumption suffices to put the Kalman filter into
trouble. This is another proof of the high sensitivity of least-
squares based methods to outliers. As far as the robust DEKF is
concerned, it seems to be simply unaffected by the sensor bias as
the figure of merit is roughly the same as for the no-sensor-fault
case.

For illustrative purpose, Fig. 6 depicts the estimation made by
the SFDI module of a bias affecting one of the hpc discharge
pressure channels.

The bias is introduced at t=100 s and nearly immediately de-
tected by the SFDI module. This rather fast detection of the sensor
fault is due to the classification nature of the algorithm supporting
the SFDI task �basically relying on Huber’s weighting function
�8��. It can be seen that a fair estimation of the magnitude of the
sensor fault is achieved. Note that analogous comments apply to
the other fault cases involving a sensor bias.

Results: Sensor Drifts. The performance of the diagnosis tools
when the data are contaminated with a drifting reading on one
sensor is summarized in Table 6. As for the sensor bias case, the
regular DEKF is unable to cope with the sensor drift and gener-
ates a very poor information about the engine condition. In most
cases, the robust DEKF manages to capture the instrumentation
fault and to keep an accurate tracking of the engine wear.

Nonetheless, it can be seen in Table 6 that the robust estimation

Table 3 Description of the sensor faults

Case Description Magnitude

a 5% impulsive noise +10�
b 5% impulsive noise −10�
c Sensor bias +5�
d Sensor bias −5�
e Sensor drift +10�
f Sensor drift −10�

Table 4 Comparison of the estimation errors obtained with the
original and with the robust diagnosis tool in the case of no
sensor fault „nosf… and impulsive noise

Fault case Regular DEKF Robust DEKF

nosf 0.07% 
 0.07% 

a 0.67% — 0.07% 

b 0.68% — 0.06% 


Table 5 Comparison of the estimation errors obtained with the
original and with the robust diagnosis tool in the case of sen-
sor biases

Regular DEKF Robust DEKF

Case c Case d Case c Case d

p13
0 0.78% — 1.15% — 0.08% 
 0.08% 


p26
0 1.14% — 1.12% — 0.07% 
 0.07% 


T26
0 3.95% — 4.51% — 0.08% 
 0.07% 


p3
0 0.42% — 0.50% — 0.08% 
 0.08% 


T3
0 0.57% — 0.60% — 0.07% 
 0.07% 


Nlp
0.47% — 0.58% — 0.07% 
 0.07% 


Nhp
0.35% — 0.44% — 0.07% 
 0.07% 


T6
0 0.29% — 0.39% — 0.06% 
 0.06% 


Table 6 Comparison of the estimation errors obtained with the
original and with the robust diagnosis tool in the case of sen-
sor drifts

Regular DEKF Robust DEKF

Case e Case f Case e Case f

p13
0 1.13% — 3.21% — 0.08% 
 0.08% 


p26
0 1.67% — 1.64% — 0.07% 
 0.08% 


T26
0 5.82% — 6.37% — 0.24% 
 0.24% 


p3
0 0.58% — 0.67% — 0.07% 
 0.09% 


T3
0 0.74% — 0.80% — 0.09% 
 0.07% 


Nlp
0.61% — 0.74% — 0.11% 
 0.09% 


Nhp
0.41% — 0.51% — 0.31% — 0.08% 


T6
0 0.34% — 0.43% — 0.06% 
 0.44% —

Fig. 6 Identification of the bias on p3
0
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algorithm is not able to deal with a positive drift on the hp spool
speed and with a negative drift on T6

0. A drift �positive or negative�
on the hpc inlet temperature leads to a higher RMSE too, which is
highlighted by bold values in Table 6. Two of these cases are
studied deeper hereafter.

First, the case of a positive drift on T26
0 is investigated. In Fig. 7,

the identification of the sensor fault is plotted. The upper figure
indicates the status of the considered sensor, 1 being healthy and 0
faulty. It can be seen that the sensor is really declared faulty from
t=250 s whereas the drift begins at t=100 s. Between t=100 s
and t=200 s, the sensor is seen as healthy by the SFDI module
and between t=200 s and t=250 s, the algorithm hesitates about
the status of the sensor.

This fuzzy behavior can be explained by the very nature of the
implemented sensor fault. Indeed, the drift starts with a zero mag-
nitude and linearly increases up to +10 times the standard devia-
tion, as can be seen in the bottom figure. Hence, in the first dozens
of seconds after its appearance, the drift has on average a lower
magnitude than the threshold used by the SFDI module to classify
the sensor fault �which is, as a reminder, ���. Superimposed to
the low magnitude of the drift, the Gaussian noise makes the fault
detection even tougher.

The evolution of the identified health parameters is depicted in
Fig. 8. If attention is only paid to the estimated values in the last
part of the test, the accuracy is of good quality. When looking
overall, this statement must be qualified, however. Indeed, the
estimation of the health parameters related to the turbines and the
nozzle is fairly good throughout the sequence. A similar comment
applies to the identified values for the fan and the hpc. On the
contrary, the evolution of the health parameters associated with

the lpc, namely, SW2R and SE2, exhibits a bump, which extends
roughly between t=100 s and t=400 s, reaching its maximum
around t=250 s. This hump, responsible for the increase in the
RMSE �see Table 6�, is directly linked to the aforementioned dif-
ficulty for the SFDI module to capture a rising drift. The bump
goes down as soon as the sensor is declared faulty, the rate of
decrease being controlled by the covariance of the health param-
eters Pw,k.

The second detailed investigation is carried for the case of a
negative drift on T6

0 �exhaust gas temperature�. Figure 9 sketches
the information generated by the SFDI module for both electron
gas temperature �EGT� channels. The fault is actually imple-
mented on channel one, as shown in the left graph, but the SFDI
module assigns the fault, after some 250 s, to channel 2 as is
indicated in the two pictures. Clearly, in this case, the sensor fault
is wrongly diagnosed and this translates into a totally spoiled es-
timation of the engine condition.

To prove this statement, the identified health parameters are
plotted versus time in Fig. 10. Up to t=250 s, the robust DEKF is
able to track accurately the engine degradation because the mag-
nitude of the sensor drift is too small to perturb the estimator.
Afterwards, the SFDI module diagnoses the wrong EGT channel
as faulty and discards its use by the DEKF. The health parameters
are then adapted to catch not only the engine wear but also the
drift on the remaining EGT channel �which is believed nonfaulty
by the algorithm�. This leads to an erratic estimation of the engine
condition. The health parameters that are most affected by the
wrong sensor are SW2R, SW26R, SW41R, and SW49R with up
to 2% variation for the hpt capacity at the end of the sequence.
This is not surprising as it is known that measurements are more
sensitive to flow capacity corrections than to efficiency correc-
tions �21�.

Fig. 7 Identification of a positive drift on T26
0

Fig. 8 Identification of the health parameters with a positive
sensor drift on T26

0 . Dotted lines show actual parameter values.

Fig. 9 Misidentification of the sensor drift on T6
0

Fig. 10 Identification of the health parameters with a sensor
drift on T6

0. Dotted lines show actual parameter values.
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Discussion
To complete the analysis of the results, some issues that may

lead to further developments of the proposed methodology are
discussed in the following.

The first question is related to the rejection of sensor biases.
The SFDI module has managed to detect a bias with a magnitude
of +5 times the standard deviation. It is clear that a higher sensor
bias will also be correctly diagnosed by the classification logic,
but the determination of the lowest bias for each sensor that can
be caught by the SFDI module may be of practical interest.

A second interesting axis of research consists in making the
present robust DEKF, which is primarily dedicated to performance
monitoring, capable to track abrupt variation of the engine condi-
tion �due, for instance, to foreign object damage�. This problem is
quite challenging since the abrupt component fault may be inter-
preted by the robust diagnosis tool as sensor faults.

Finally, in the light of the quadratic programming approach
presented herein, the application of moving horizon estimation
techniques to the problem of robust estimation may be tempting.
Indeed, moving horizon estimation �MHE� possesses some very
appealing features such as the recursive minimization of a qua-
dratic objective function over a finite time interval or the natural
inclusion of constraints on the estimated variables �22�.

Conclusion
In this contribution, a sensor-fault-tolerant tool for performance

monitoring has been developed in the framework of robust esti-
mation. The advantages of this approach such as direct integration
in the estimation procedure of the robustness issue or ability to
handle a variety of fault scenarios have been pointed out. The
improvements in the accuracy of the estimation of the engine
condition achieved by the robust diagnosis tool with respect to the
classical one are demonstrated for typical sensor-fault cases that
may occur on a turbofan engine.

The robust estimation tool can cope correctly with impulsive
noise and sensor biases. Considering the estimation of sensor
drifts, which is by far more complicated than the two other types,
promising results are obtained. They tend to show that protection
against sensor drifts may be achieved at the price of a relatively
high hardware redundancy �variety of the on-board instrumenta-
tion�.

Nomenclature
â � estimation of an unknown variable a

A8IMP � nozzle exit area �nominal value: 1.4147 m2�
bk � the sensor-fault vector

DEKF � dual estimation Kalman filter
hpc � high pressure compressor
hpt � high pressure turbine

k � discrete time index
lpc � low pressure compressor
lpt � low pressure turbine
pi

0 � total pressure at station i
SEi � efficiency degradation of the component whose

entry is located at section i �nominal value:
1.0�

SFDI � sensor-fault detection and isolation
SWiR � flow capacity of the component whose entry is

located at section i �nominal value: 1.0�
Ti

0 � total temperature at station i

uk � actual command parameters
vk � actual external disturbances
wk � actual but unknown health parameters
xk � actual but unknown state variables
yk � observed measurements
�k � measurement noise vector
�k � process noise vector
� � vector of the standard deviations of the sensors

N�m ,R� � a Gaussian probability density function with
mean m and covariance matrix R
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Performance Assessment of
Turbocharged Pem Fuel Cell
Systems for Civil Aircraft Onboard
Power Production
In recent years, civil aircraft projects are showing a continuous increase in the demand of
onboard electrical power, both for the partial substitution of hydraulic or pneumatic
controls and drives with electrical ones, and for the consumption of new auxiliary sys-
tems developed in response to flight safety and environmental control issues. Aiming to
generate onboard power with low emissions and better efficiency, several manufacturers
and research groups are considering the possibility to produce a relevant fraction of the
electrical power required by the aircraft by a fuel cell system. The first step would be to
replace the conventional auxiliary power unit (based on a small gas turbine) with a
polymer electrolyte membrane (PEM) fuel cell type, which today is favored with respect
to other fuel cell types; thanks to its higher power density and faster startup. The PEM
fuel cell can be fed with a hydrogen rich gas coming from a fuel reformer, operating with
the same jet fuel used by the aircraft, or relying on a dedicated hydrogen storage on-
board. The cell requires also an air compression unit, where the temperature, pressure,
and humidity of the air stream feeding the PEM unit during land and in-flight operation
strongly influence the performance and the physical integrity of the fuel cell. In this work
we consider different system architectures, where the air compression system may exploit
an electrically driven compressor or a turbocharger unit. The compressor type and the
system pressure level are optimized according to a fuel cell simulation model, which
calculates the cell voltage and efficiency as a function of temperature and pressure,
calibrated over the performances of real PEM cell components. The system performances
are discussed under different operating conditions, covering ground operation, and in-
termediate and high altitude cruise conditions. The optimized configuration is selected,
presenting energy balances and a complete thermodynamic analysis.
�DOI: 10.1115/1.2772636�

1 Introduction
New projects of civil aircrafts are in these years frequently

influenced by a development strategy focusing on more electric
aircraft �MEA� or even all electric aircraft �AEA� concepts. The
partial substitution of conventional hydraulic or pneumatic con-
trols and drives with electrical ones �see Table 1�, and the intro-
duction of new auxiliary systems bring about an increase in on-
board electric power consumption, reaching values around
560 kW for airplanes such as the B777 or A330/A340, and going
toward 1.3–1.5 MW for next generation aircrafts �1–5�.

Furthermore, the possible elimination of power offtakes from
the main engines would increase the nominal power output re-
quired by a separated onboard electricity generator.

It is well known that a fraction of electric power is generated
on-board civil aircrafts by small turbine units, acting as auxiliary
power units �APUs�. Such machines operate with simple cycle,
uncooled operation, low turbine inlet temperature �TIT�, and pres-
sure ratio, generally with single stage radial compressor and a
power output in the range of several tenth kilowatts and up to the
hundred kilowatt scale. Their advantages include low weight,
rapid startup, and robustness; disadvantages are primarily the low
efficiency �15–18%� and significant NOx and CO emissions. The

possible removal of power offtakes from the main engines would
increase the nominal power of the APU system, making more
important to look for higher efficiency and lower pollution de-
vices.

Polymer electrolyte membrane fuel cells �PEM FCs� on their
own are widely experimented in prototypes and generally recog-
nized very attractive for future application in the automotive field;
thanks to their ability to generate electricity with high efficiency
�e.g., 50–55%� in tenth-kilowatt scale systems fed with hydrogen
and operating at low temperatures �60–70°C�. They also show a
rather high power density �in terms of kW/kg and kW /dm3�, fast
startup, and negligible emissions. The quick development of this
technology has suggested to consider their application also in the
aeronautic field, within the perspective of a step by step develop-
ment, which could also represent a new possible market for the
beginning of their commercialization.

The technology roadmap for this development includes several
steps, where the first should be introducing a pure hydrogen PEM
system with minor aircraft changes, aiming to provide a fraction
of electric power �well below the potential power requirements
shown in Table 1� for auxiliary loads and emergency systems
actually sustained by APUs and other generators �for instance, the
air turbine that is used to drive the pumps of the emergency hy-
draulic circuit�. Subsequent steps could involve the use of onboard
reformers �3� as well as different FC types with increasing power
output.

The concept of integrating a PEM unit onboard civil aircrafts
has been already introduced in several works �2,6,7�, where the
fuel cell has been generally considered as a device with assigned
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energy balances. The scope of this paper is to discuss with better
detail the possible plant configurations and the optimization of the
FC operating conditions, using a model which takes into account
the effects of variable fuel cell performances.

The PEM fuel cell requires to be fed with a high purity hydro-
gen fuel and with air; both reactants shall be properly humidified
to allow an efficient and durable operation of the cell membrane,
which works efficiently when wet. By the point of view of the cell
operating conditions, pressurization increases the cell efficiency
and power output �for a given fuel consumption�, but is energeti-
cally expensive because the air flow has to be compressed. If such
compression is carried out without recovering useful power from
the cell pressurized exhausts, the compressor power consumption
is higher than the power gain by the FC, so the final effect on the
system is negative. For this reason, PEM systems usually work at
pressure between 1.2 bars and 1.5 bars.

Conversely, when operating at high altitude and low ambient
temperature, a certain degree of pressurization is necessary to al-
low the presence of liquid water at the cell typical operating tem-
peratures. In such conditions, it becomes important to exploit the
expansion of the cell exhaust gases with a turbine, leading to a
turbocharged cell design. In all cases, it is therefore necessary to
define the optimal pressure level of the fuel cell system and the
most suitable system arrangement, which can be used to obtain
the cell pressurization.

In the first section of the paper, a model for predicting the
performances of PEM fuel cell, with variable pressure operation
and hydrogen feeding, is discussed. Calculations are performed
based on state-of-the-art performances of small PEM fuel cell
stacks. Subsequently, two system arrangements are investigated,
where the PEM system is pressurized by �i� an electrically driven
compressor or �ii� a turbocharger unit, with �iii� an eventual
burner ahead the turbine. This work presents a detailed analysis of
the fuel cell operating parameters and of the other component
characteristics �pressure drops and efficiencies�, together with
their effects on the system efficiency. The performances of such a
system are predicted, evidencing the most suitable solution.

The option of integrating the PEM system with an eventual fuel
reformer—capable of producing onboard the hydrogen required
by the fuel cell, thus relying only on a jet fuel supply—is not
addressed in this work, where we prefer to focus on the issues of
integrating the PEM and the air compression unit. However, the
option of storing hydrogen onboard is frequently regarded as pos-

sible in the mid- and long-term future, a time scale appropriate
also for the eventual use of such kind of fuel cell systems.

2 Operating Conditions
The onboard PEM system shall work under variable ambient

conditions during the aircraft flight. A typical operating range is
shown in Fig. 1. We consider here three representative conditions
�see dots in figure�: ground operation, cruise conditions, and high
altitude, low speed flight �the last called “worst” condition�.

The following table �Table 2� shows the ambient conditions in
the three cases. As already mentioned, the pressure level of the
PEM system shall allow the presence of liquid water �avoiding the
risk of boiling�. Within a hypothesis of maximum cell local tem-
perature of 80–85°C, the minimum tolerable pressure would be
close to 0.57 bar according to water saturation tables; considering
possible pressure oscillations, startup, and dynamic load variation
issues, the design minimum pressure level can be set at 0.8 bar for
the PEM system under flight conditions.

In all cases, we consider to design the fuel cell system for
achieving a 60 kW net electric power output at cruise conditions,
a value considered by preliminary projects at Airbus �4,8�; how-
ever, calculations may be easily extended to the case of a different
power output.

3 Calculation Model

3.1 Fuel Cell Model. We make here reference to a PEM
stack, which reflects the features of Nuvera fuel cell technology,
with operating temperature of 70°C, which has been used for
prototypes testing in the range of few kilowatt output as well as
for hundred kilowatt-scale units �9�.

The FC can be humidified by direct water injection �DWI� at
the cathode, without requiring additional humidification at the an-
ode side, because the amount of water used maintains the whole
membrane humid, avoiding dehydration problems. The water
stream can also act as the cell cooler by sensible heat exchange

Table 1 Actual and future electric consumptions, active in-
flight or during ground operation, for large aircrafts. Values
with parentheses are related to systems active in emergency
only

Main electrical
consumers

System architecture System
power
�kW�Conventional MEA AEA

Emergency pumps �X� �X� �X� �30�
Aux. hydraulic pumps X X X 60
Fuel pumps X X X 10
Ice and rain protection X X X 10
Lighting X X X 15
Commercial loads X X X 25
Avionics X X X 10
Galley X X X 75
Cargo doors — X X 15
Flight control — — X 80
Landing gear — — X 25
Engine starter — X X 350
Wing antiice — — X 200
Environmental and
cooling system �ECS�

— X X 400

Total demand �kW� 205
�235�

970
�1000�

1275 �1305�

In-flight demand �kW� 205 605 910

Fig. 1 Operating range that must be satisfied by an APU

Table 2 Selected operating conditions

1
Ground

2
Cruise

3
Worst

Altitude �m� 0 11000 13000
Mach number 0 0.85 0.6
Static pressure �bar� 1.013 0.226 0.165
Pressure after dynamic
inducer �bar�

0.974 0.268 0.182

Static temperature �K� 288.15 216.65 243.77
Temperature after
dynamic inducer �K�

288.15 247.96 261.32
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and partial evaporation, with the latter being the dominant effect
�10�. Alternatively, the primary cooling effect can be carried out
with a separated water loop, a solution preferred, for instance, for
automotive applications; in this case, a water-glycol mixture cir-
culates into cooling channels, which are inserted between adjoin-
ing cell groups; the coolant is then circulated in an air-cooled heat
exchanger before returning to the FC �11,12�. The two options do
not affect significantly the system energy balances discussed in
this work; however, when applied to aircraft operation, both solu-
tions have their drawbacks: �i� the DWI concept may suffer the
pressure variations, which are experienced by the cell stack during
real operation, requiring large variations of the amount of water
sprayed at the cathode to obtain the cooling effect; moreover,
evaporation becomes progressively inefficient when the stack
pressure is increased above 1.5–2 bars, given that the cell average
temperature cannot be increased above 75–80°C with actual
membrane materials, so that heat exchange is primarily carried out
by the liquid stream which increases its mass flow rate; �ii� the
solution with a closed circuit cooling requires to adopt a saturator
on the inlet air flow, which complicates the system layout; the
saturator could be avoided during ground operation, but it be-
comes mandatory when operating with very dry inlet conditions,
as typical when the FC is fed with compressed air during high
altitude flight.

In this paper, we consider the first solution �cell cooling with
water injection�, presenting in some cases results of the second
alternative. The PEM is fed by an oxidizer at the cathode �as
mentioned, air mixed with water sprayed for humidification� and a
fuel �Fig. 2�. The two fluxes flow in contact with cathode and
anode porous surfaces, separated by a solid membrane electrolyte,
which is a good H+ ion conductor. The ionization of molecular
hydrogen to H+ takes place at the anode, thanks to the effect of
proper catalysts �generally platinum�; hydrogen is then oxidized to
steam at the cathode.

If the fuel at the anode inlet is pure hydrogen, as assumed in
this paper, the PEM can work in a “dead-end” arrangement: the
anode has only an entrance side and no exit �except for periodical
purging of accumulated inerts and pressure regulation�, and all the
hydrogen is used in the fuel cell. If the fuel at the anode inlet is a
mixture of hydrogen and other components, hydrogen can be elec-
trochemically oxidized only up to a maximum fuel utilization fac-
tor, to avoid the large voltage losses due to reactant concentration
gradients and limited gas diffusivity near the electrodes active
area. The same consideration applies to the air flow; air and fuel
utilization factors �see Nomenclature� quantify the consumed
fractions.

The FC generates direct current electrical energy with an effi-
ciency proportional to its voltage. The efficiency is positively af-
fected by pressurized operation, with a gain proportional to the
operating pressure, while it decreases by increasing the cell cur-
rent density. The model calculates the cell electric power produc-
tion, heat generation, and efficiency together with the thermody-
namic properties and chemical composition of the inlet and outlet
flows, as a function of the cell operating conditions �temperature,
pressure, current density, fuel, and oxidizer composition and uti-
lization factors�.

The amount of hydrogen that permeates and reacts with oxygen
is calculated by multiplying the mass stream at the anode inlet
with the fuel utilization factor. In the same way, the inlet air flow
is estimated based on the air utilization factor. The anode outlet
mass flow is computed as the difference between the inlet mass
flow and the hydrogen permeated; the cathode outlet stream is the
sum of the cathode inlet air, the water for cooling, and the hydro-
gen permeated.

The cell voltage Vc is estimated based on the cell current den-
sity ic by means of the following equation �13�:

Vc = A + B log10 ic + Cic �1�
This formula does not consider the concentration losses, because
in this study we assume that the fuel cell operating conditions
always fall in the linear portion of the polarization curve, where
the dominant effect is a linear resistance loss. The parameters A,
B, and C are function of temperature and pressure and they can be
expressed by the following equations �14,15�:

A = a + b log10 P �2�

B = c + dT �3�

Table 3 Constants in Eqs. „1…–„4…

a 0.779
b 0.104
c 0.0324
d −2.21�10−4

e −1.50
f 3.85�10−3

Fig. 2 PEM module operating principles and schematic layout

Fig. 3 Cell polarization curves at variable pressure „data for
GORE® Primea Series 56 membranes, T=75°C Ref. †16‡….
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C = e + fT �4�

The constants a– f of the equations are calibrated by interpolation
of experimental data for state-of-the-art PEM membranes �Fig. 3�.
The final equation, whose constants are reported in Table 3, al-
lows us to reproduce experimental results with an average voltage
error below 1% in the regions of interest.

Based on the cell voltage, the stack electric power is calculated
by

Pel = 2 � F � NH2,p
� Vc �5�

where NH2,p �mol /s� are the moles of hydrogen permeated from
anode to cathode. It is then possible to find the cell active area, Ac,
as the ratio between power output �Pel� and the product of current
density and cell voltage �icVc�.

The amount of water injected for cooling is calculated itera-
tively with to respect the energy balance of the system, reaching
an assigned value of the cathode and anode outlet temperature
�75°C�. Compositions are calculated based on the quantity of
hydrogen permeated.

The following table �Table 4� shows other fuel cell simulation
assumptions. Fuel is assumed here to come from pressurized
tanks, so that no fuel compressor is required.

3.2 Compressor and Other Components. The system layout
includes a compressor, with the function of ralsing the cell pres-
sure up to a desired value, and may include a turbine. These
components work with maximum pressure ratios in the range 3.5–
4.5, similar to those of radial turbomachines used for gas micro-
turbines �17–19�. However, the air mass flow rate handled in the
PEM system considered here is rather low �below 0.1 kg /s, i.e.,
that of a few kilowatt microturbine�, suggesting the necessity to
adopt very high speed components �20,21�, comparable to those
used for the turbochargers of the car industry. The assumptions
used for their simulation, together with those of other plant com-
ponents �heat exchangers�, are shown in Table 5 �22–24�.

Based on the aircraft operating conditions considered above,
the compressor system has to deal with a large variation of pres-
sure ratio �1.2–4.5� and an extremely wide variation of inlet volu-
metric air flow rate, the latter yielding a sixfold variation of cor-
rected mass flow at compressor inlet �Eq. �6�� going from ground
operation to high altitude flight.

mr = min

�T/Tref

p/pref
�6�

The typical operating range for centrifugal compressors allows a
corrected mass flow variation around 1:3 between the minimum
and maximum pressure ratios requested here �22�; this consider-
ation suggests that the compressor system has to be designed with
two parallel units, the first operating at ground and low altitudes,
and the second added at high altitude when the inlet air volumetric
flow rate becomes too large.

4 Plant Configurations and Thermodynamic Results
The proposed plant configuration is shown in Figs. 4�a�–4�c�

with the corresponding energy balances and with the thermody-
namic conditions of all the relevant cycle points. The analysis of
the complete power cycle is made with a modular simulation code

�GS� already described in previous works and tested on a wide
variety of gas turbine and fuel cell cycles �25–27�.

The fuel cell is designed to work at a given current density
�0.4 A /cm2, Table 4� at cruise conditions, where the system air
mass flow rate is adjusted to achieve the desired power output.
The remaining operating conditions are calculated within the hy-
pothesis of keeping the same cell active surface Ac and changing
the current density �influencing the cell voltage according to Eq.
�1�� to reach the same power output.

4.1 Base Case. The base case arrangement �A� is shown in
Fig. 4�a�. The air flow enters the system from the intake �1�,
where speed is turned into pressure by a diffuser, and then it is
compressed up to the pressure required by the FC. After compres-
sion, the air flow �3� shall be cooled to the temperature required
by the FC with a heat exchanger, for instance, going from
95°C to 100°C down to 80°C. At the inlet of the cathode �5�, air
is mixed with water at about 55°C �6� for cell humidification,
resulting in a further reduction of temperature. Hydrogen �4� feeds
the PEM anode after being depressurized to the same pressure of
the air flow1. The water required for humidification is separated
by condensation from the cathode exhaust stream and recycled;
the remaining exhausts are vented in the atmosphere �7�. Thermo-
dynamic properties and composition of the main streams are
showed in Table 6.

Preliminary optimization of the cell operating pressure has
shown, with all the operating conditions of Table 2, that there is
no practical gain to operate the fuel cell at higher pressure when
the external ambient pressure is lower than the minimum pressure
level considered above �0.8 bar�: It always happens that the power
required to drive the compressor is much higher than the gain
obtained with a higher cell voltage and cell power output �24�.
Consequently, cell pressure is set at a minimum of 0.8 bar during
flight, while at higher ambient pressure conditions �i.e., ground
conditions� the system is only slightly pressurized at 1.2 bars to
sustain internal pressure drops. The system energy balances are

1Fuel preheating at 15°C is necessary when the tank temperature is too low. It is
accomplished with a small heat exchanger �not shown in figures for simplicity�,
recovering heat from the cell cooling loop.

Table 4 PEM model assumptions

�p / p air/fuel side 1%
Heat loss 1%
dc-ac efficiency 94%
Fuel utilization factor Uf

100%
Air utilization factor Ua

50%
Current density ic 0.4 A /cm2

Fuel composition 100% H2

Table 5 Compressor and other component model assump-
tions „cases A–C are presented in Sec. 4…

Compression system

Design conditions �cruise�
Pressure ratio 3.0
Mass flow at compressor inlet �kg/s� 0.07
Corrected mass flow �Eq. �6�, kg/s� 0.274
Compressor isentropic efficiency �6� 0.76
Turbine isentropic efficiency �1� 0.82
Operating range
Pressure ratio 1.2–4.4
Mass flow at compressor inlet �kg/s� 0.06–0.09
Corrected mass flow �Eq. �6�, kg/s� 0.07–0.46

Combustor

Combustor �p / p �air side, Case C� 3%
Combustion efficiency �Case C� 0.96

Mechanic and electric losses

Organic efficiency 0.92 �A,B�–0.97 �C�
Electric motor efficiency 0.85 �A�–0.81 �B�

Heat exchangers

Minimum �T �°C� 10
�p / p hot/cold side 1%
Heat loss 1%
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presented in Table 7. They indicate a design efficiency of 43.5% at
cruise conditions, while the efficiency is 52.5% during ground
operation, where the compressor consumption becomes
negligible.

A possible improvement of this configuration would be to ex-
ploit the expansion of the vented gases �point 8 in Fig. 4�a�� in a
turboexpander; however, direct expansion is not feasible because
the low turbine inlet temperature would easily lead to frost forma-

tion in the expander. It could be possible to stop the turbine ex-
pansion at a higher pressure than atmospheric in order to avoid
this problem, but the power gain would be too low to justify the
complexity added to the system. The solution of adopting a tur-
boexpander becomes feasible only changing the system layout as
presented in the following cases.

4.2 Case With Turbocharger. In the second case �B�, shown
in Fig. 4�b�, the cooling of compressed air is done with the cell
exhaust gases. This solution allows us to avoid introducing an
additional cooling flow, and the temperature of the gases becomes
acceptable for a turbine expansion. The resulting TIT is anyway
very low, so that expansion power remains lower than compres-
sion power; therefore, an electric motor is required to cooperate in
driving the compressor. However, the electric power consumption
of the motor is significantly lower than in Case A, giving the
possibility to achieve a higher system efficiency. The system net
electrical efficiency reaches 50.5% at cruise conditions �Table 8�,
with an operating pressure higher than in Case A.

The system optimal operating pressure is set to maximize the
efficiency, as shown in Fig. 5 for the case of cruise conditions,
where the optimized pressure of 1.2 bars corresponds to a com-
pressor pressure ratio �=4.5.

At the other two operating conditions, the effect of pressure is
different: Efficiency decreases with pressure in the worst case, due
to the extremely low initial pressure at compressor inlet, then the
PEM is operated at 0.8 bar �and ��4.5�. At ground conditions,
pressurization gives instead some advantages, with the efficiency
reaching a flat maximum at about 2.5 bars ���2.5�2

Although the electrical efficiency is very high, the system lay-
out is complicated by the concept of powering the compressor
partly by the turbine and partly by the electric motor, a solution
which would probably face significant control issues under the
very different operating points required by this application. How-
ever, it should be noted that such arrangement is, in principle,
similar �except for the direction of the power flow� to the one
commonly used in gas turbines, where the turbine drives the com-
pressor and the alternator; moreover, the electric motor could be
used during startup and other transient operation procedures.

4.3 Case With Combustor and Turbocharger. Case C is
similar to the previous one, with a combustor added to make the
turbocharger always self-sustained �Fig. 4�c��. The system layout
avoids using the electric motor3, but the combustor consumes ad-
ditional fuel; aiming to reduce the hydrogen consumption, we
have assumed here to use the same jet fuel already onboard the
aircraft to feed this combustor.

In all cases, the system efficiency remains between that of
Cases A and B, reaching 48.7% under cruise conditions �Table 9�.
The cell active area is about 6% lower than in Case B and 20%
lower than in Case A, allowing significant savings on the PEM
cost, because the fuel cell does not have to sustain the consump-
tion of the electric motor.

The effects of cell pressure on electrical efficiency and the re-
sulting TIT are shown in Figs. 6 and 7. At cruise conditions,
results are similar to what has been found in Case B. The required
TIT is always very low �i.e., below 550 K�, so the combustor
should be operated with an extremely large excess air, with the
possibility of achieving low NOx emissions.

At ground conditions, the efficiency rises up to ��4, but the
majority of the gain is already achieved at �=2–3; setting the
operating point within this range allows us also to minimize the
TIT.

On the other hand, the very low TIT remarks that the gas cycle,

2Above this pressure level pressurization would require a substantial increase of
the water spray necessary to sustain the DWI cooling concept, as discussed at Sec.
3.1.

3This yields also an increase of mechanical efficiency thanks to the absence of a
gearbox.

Fig. 4 „a… Schematic layout of the base case. „b… Schematic
layout of the case with turbocharger. „c… Schematic layout of
the case with combustor and turbochanger.
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although self-sustained, has poor thermodynamic quality; this
turns into the efficiency decrease—in all operating points—with
respect to Case B.

4.4 Comparisons. The energy analysis shows that both Cases
B and C, relying on a turbocharger to drive the compressor,
achieve better electrical efficiency and reduce the electric power
output required to the PEM with respect to Case A. The system
layout of Cases B and C is of course more complicated, but given
that the specific costs of the PEM are much higher than those of
the expander, it is possible that these solutions are preferable also
from an economic point of view4

Among the two favored cases, plant B reaches maximum effi-
ciency, also featuring zero NOx and CO emissions, thanks to the
absence of any conventional combustor. It is interesting to compare the best PEM configurations �Cases

B and C� with a conventional APU. Table 10 shows the energy
balances of the plants: both PEM cases have of course a much
better efficiency, which allows significant advantages in terms of

4A detailed economic analysis, which goes beyond the scope of this paper, should
be carried out to investigate this aspect.

Table 7 Energy balances for Case A „PEM Ac=27.5 m2
…

Cruise Worst Ground

PEM pressure �bar� 0.8 0.8 1.2
Pressure ratio � 3.0 4.4 1.2
Cell voltage Vc �V� 0.700 0.685 0.722
Cell current density �A /cm2� 0.400 0.461 0.333
mair �kg/s� 0.079 0.091 0.066
PEM fuel heat input
�mfuel,PEM�LHV� �kW�

137.7 158.7 114.7

Pel,PEM �kW� 72.36 81.52 62.15
Pel,compressor �kW� 12.36 21.52 2.15
Electric efficiency �el �%� 43.57 37.82 52.31

Table 8 Energy balances for Case B „PEM Ac=23.7 m2
…

Cruise Worst Ground

PEM pressure �bar� 1.2 0.8 2.5
Pressure ratio � 4.5 4.4 2.6
Cell voltage Vc �V� 0.719 0.695 0.757
Cell current density �A /cm2� 0.400 0.421 0.381
mair �kg/s� 0.068 0.072 0.065
PEM fuel heat input
�mfuel,PEM�LHV� �kW�

118.7 125.1 113.1

Pel,PEM �kW� 64.00 65.20 64.21
Pel,motor �kW� 4.00 5.20 4.21
Pcompressor �kW� 12.11 13.26 7.89
Pturbine �kW� 9.13 9.39 4.76
Losses �mech., el.� �kW� 1.02 1.33 1.08
Electric efficiency �el

50.53 47.98 53.04

Table 9 Energy balances for Case C „PEM Ac=22.2 m2
…

Cruise Worst Ground

PEM pressure �bar� 1.2 0.8 2.5
Pressure ratio � 4.5 4.4 2.6
Cell voltage Vc �V� 0.719 0.697 0.757
Cell current density �A /cm2� 0.400 0.412 0.380
mair �kg/s� 0.064 0.066 0.061
GT TIT �K� 546 593 692
PEM fuel heat input
�mfuel,PEM�LHV� �kW�

111.3 114.7 105.7

GT fuel heat input
�mfuel,GT�LHV� �kW�

11.8 15.5 21.6

Pel,PEM �kW� 60.0 60.0 60.0
Pcompressor �kW� 11.36 12.16 7.37
Pturbine �kW� 11.71 12.54 7.60
Losses �mech.� �kW� 0.35 0.38 0.23
Electric efficiency �el

48.73 46.09 47.12

Fig. 5 Electrical efficiency of Case B as a function of pressure
at cruise conditions

Table 6 Stream data for Case A „Fig. 4„a……, cruise conditions

T
�°C�

P
�bar�

m
�g/s�

Molar fractions �%�

Ar CO2 H2 H2O N2 O2

1 −56.5 0.23 79.2 0.92 0.03 — 1.03 77.28 20.73
2 −25.2 0.27 79.2 0.92 0.03 — 1.03 77.28 20.73
3 95.4 0.81 79.2 0.92 0.03 — 1.03 77.28 20.73
4 15 0.81 1.15 — — 100 — — —
5 80 0.80 79.2 0.92 0.03 — 1.03 77.28 20.73
6 55.4 0.80 25.1 — — — 100 — —
7 75 0.79 105.5 0.57 0.018 — 44.99 47.98 6.44
8 53.8 0.75 80.4 0.83 0.03 — 19.72 70.02 9.39
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reducing the weight of the fuel consumed during flight5

By the point of view of water consumption, the amount of
water sprayed at the PEM cathode for cell humidification and
cooling �by partial evaporation and sensible heat exchange� ranges
between 375 g /s and 353 g /s for Cases B and C at cruise condi-
tions �Table 10�, and can be entirely recovered by condensation of
the system exhausts.

For comparison, the alternative of cooling with a separate water
circuit would require 624.5 g /s for scenario B and 588.3 g /s for
scenario C �with heat exchange only through sensible heat, under
the same temperature differences�, while reducing the amount of
water to be evaporated for the saturation of the cathode flow at
about 8.3 and 7.8 g /s, respectively, for Cases B and C.

6 Conclusions
This work has considered the issue of integrating a PEM fuel

cell onboard an aircraft for generating a fraction of auxiliary sys-

tems electric consumption. Calculations have been performed
with a model that takes into account the effects of temperature and
pressure on the cell efficiency, optimizing the fuel cell operating
point at variable flight conditions. Different system architectures
have been considered, where the FC is fed with hydrogen as fuel
and compressed air taken from the external surroundings as oxi-
dizer: the first �Case A� with the air fed to the FC by an electri-
cally driven compressor, the other �Cases B and C� relying on a
turbocharger to drive the compressor, reaching better electrical
efficiency and reducing the size of the PEM. Optimized pressure
ratios have been found, with the cell operating pressure ranging
from 0.8 bar to 2.5 bars. In all cases, the proposed system yields
relevant fuel savings with respect to a conventional gas-turbine
APU, with the distinctive advantage of achieving zero NOx emis-
sions in the most efficient configuration, where net electrical effi-
ciency exceeds 50% at aircraft cruise conditions.
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Nomenclature
Ac � cell active area �cm2�
F � Faraday’s constant �96 439 C /mol of electrons�
ic � cell current density �A /cm2�
m � mass flow rate �kg/s�
p � pressure �Pa�

Pel � electric power �MW�
Qth � thermal power �MW�

T � temperature �°C or K�
Ua � cell air utilization factor:

Ua=O2,consumed /O2,inlet
Uf � cell fuel utilization factor:

Uf =H2,consumed /H2,inlet
Vc � cell voltage �V�
� � pressure ratio

�el � electric efficiency �LHV base�

Acronyms
dc/ac � direct/alternating current

FC � fuel cell
GT � gas turbine

LHV � lower heating value �kJ/kg�
PEM � polymer electrolyte membrane fuel cell

TIT � turbine inlet temperature

5Further analysis would be required to compare the systems in terms of weight at
takeoff; for instance, the PEM generator is expected to be significantly—but not
extremely—heavier than a conventional APU.

Table 10 Energy balances for a conventional turbine APU „�
=3, TIT=1073 K… and for the PEM Cases B and C „cruise
conditions…

Energy balances
PEM

B
PEM

C GT

System net power output �kW� 60.0 60.0 60.0
PEM fuel heat input
�mfuel,PEM�LHV� �kW�

118.7 111.3 0.0

GT fuel heat input
�mfuel,GT�LHV� �kW�

— 11.8 349.3

Hydrogen consumption �kg/h� 3.56 3.34 —
Jet fuel consumption �kg/h� — 0.99 21.43
mair �kg/s� 0.068 0.064 0.30
Stack outlet temperature �K� 280 391 836
Electric efficiency �el

50.53 48.73 17.75

Fig. 6 Electrical efficiency and TIT of Case C as a function of
pressure for cruise conditions

Fig. 7 Electrical efficiency and TIT of Case C as a function of
pressure for ground conditions
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Time Characterization of the
Anodic Loop of a Pressurized
Solid Oxide Fuel Cell System
A dynamic solid oxide fuel cell (SOFC) model was integrated with other system compo-
nents (i.e., reformer, anodic off-gas burner, anodic ejector) to build a system model that
can simulate the time response of the anode side of an integrated 250 kW pressurized
SOFC hybrid system. After model description and data on previous validation work, this
paper describes the results obtained for the dynamic analysis of the anodic loop, taking
into account two different conditions for the fuel flow input: in the first case (I), the fuel
flow follows with no delay the value provided by the control system, while in the second
case (II), the flow is delayed by a volume between the regulating valve and the anode
ejector, this being a more realistic case. The step analysis was used to obtain information
about the time scales of the investigated phenomena: such characteristic times were
successfully correlated to the results of the subsequent frequency analysis. This is ex-
pected to provide useful indications for designing robust anodic loop controllers. In the
frequency analysis, most phase values remained in the 0–180 deg range, thus showing
the expected delay-dominated behavior in the anodic loop response to the input varia-
tions in the fuel and current. In Case I, a threshold frequency of 5 Hz for the pressure and
steam to carbon ratio and a threshold frequency of 31 Hz for the anodic flow were
obtained. In the more realistic Case II, natural gas pipe delay dominates, and a threshold
frequency of 1.2 Hz was identified, after which property oscillations start to decrease
toward null values. �DOI: 10.1115/1.2772638�

Introduction
High temperature fuel cells, both molten carbonate fuel cells

�MCFCs� and solid oxide fuel cells �SOFCs�, are expected to play
an important role in the production of highly efficient distributed
power generation in the near future.

It is germane to quickly summarize the reasons that make these
systems attractive:

• clean and environmentally friendly power generation �al-
most zero emissions of NOx, SOx, CO, and UHC�

• high performance �efficiency well over 60% in a midterm
perspective�

• possible application in distributed power generation �effi-
ciency is almost independent of size�

• efficient exploitation of hydrogen as a fuel

The integration of turbomachinery is necessary to increase fuel
cell efficiency, to reduce plant dimensions, and possibly to lower
specific capital costs as well. The resulting hybrid system cer-
tainly constitutes a concentration of hazardous components that
need to be managed in a synergetic way under all the main oper-
ating conditions, which are startup, idle operation �i.e., zero net
power�, power generation, and shutdown. Furthermore, the fuel
cell itself may require particular operational steps, such as the
initial conditioning period, but these are more pertinent to the fuel
cell stack than to the entire hybrid system. Extensive modeling
and performance analyses have previously been carried out by the
authors �1,2�. The present challenge is to define and assess the
control strategy for the entire hybrid system: this implies both an
off-design analysis to determine the operational envelope in which

the system can be safely operated at part load and a dynamic
analysis in order to understand and control the main time-
dependent phenomena occurring during transition from one re-
gime to the next. The present work is concerned with the first step
toward a complete control-oriented time characterization of a
pressurized SOFC hybrid system: this step is the analysis of the
anode loop.

The system analyzed in this paper is shown in Fig. 1 and in-
cludes an anodic ejector, a reformer, and a SOFC stack. A turbo-
machinery and air management system �recuperator, ejector, etc.�
is not included in the model, because it is primarily intended to
control the average fuel cell stack temperature �3�, thus having an
impact on the relatively long-term response of the system. The
anodic loop, by contrast, is supposed to show a quicker response
due to the relatively small volume it occupies �actually, this is
strongly dependent on the SOFC stack technology�; moreover, the
quick response is also a requirement for best fitting variations in
external electrical load. Therefore, a detailed analysis of the an-
odic loop may highlight the limitations in load following the
SOFC generation package, as well as providing useful informa-
tion for the development of a control system �4�. In the anodic
loop analysis, the conditions of the cathodic side were fixed, rep-
resenting a sort of boundary condition for the system: it is clear
that in an actual system, the cathodic and anodic sides are strongly
interdependent, but this creates strong interrelationships between
anode and cathode sides �3� and does not allow a straightforward
interpretation of the anodic loop free response. The approach of
the present study, instead, separates the anodic loop behavior from
the rest of the plant, thus providing information on the time-
dependent characteristics of this part of the system.

Integrated Reformer Solid Oxide Fuel Cell Stack Model
The detailed integrated SOFC model �detailed stack model� was

developed in a MATLAB-SIMULINK® environment through a spe-
cific mex-S function. It considers a detailed geometry of the pres-
surized planar Rolls-Royce fuel cell system �RRFCS� SOFC stack

Contributed by the International Gas Turbine Institute of ASME for publication in
the JOURNAL OF ENGINEERING FOR GAS TURBINES AND POWER. Manuscript received May
5, 2007; final manuscript received May 9, 2007; published online February 29, 2008.
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�5�, shown in Fig. 2, including a reforming unit �6�.
Due to the high level of modeling detail, the computational

time for such a model proved to be too high for real-time appli-
cations. Hence, the development of a new multi-control-volume
SOFC stack model �dynamic stack model�, still in the MATLAB-

SIMULINK® environment, retaining the basic dynamic information
but avoiding the requirement of an in-depth knowledge of the
internal geometry of the stack, is effective in speeding up the
time-dependent simulations to almost real-time calculations. The
previous detailed model was used as a verification tool for both
the on-design and off-design analyses of the dynamic model.

The dynamic model integrates stack and reformer. The main
assumptions underlying the model are the following.

• The cell is considered adiabatic and the current density is
uniform.

• All the chemical reactions are considered at equilibrium.
• The electrochemical reaction of H2 is considered while the

reaction of CO is neglected.
• All the thermophysical properties of the gas streams are

evaluated on the basis of the average stream composition,
temperature, and pressure in each control volume.

• The internal distribution of the anodic and cathodic flows
approximates the actual distribution of the detailed model.

• Electric response of fuel cell is instantaneous; no electrical
delay �accumulation of positive/negative charges� is consid-
ered.

• Leakages of oxidant or fuel through the electrolyte are
included.

The SOFC stack is modeled with a discrete number of control
volumes: the energy �1� and mass balances �2� of all the streams
are calculated between the inlet and outlet of each control volume
while the solid thermal transient is calculated through Eq. �3�.

Tout =

�
i

Ni
inCp,iT

in + Sl�
k

rk�− �Hk� − Wel

�
i

Ni
outCp,i

�1�

Ni
out = Ni

in + Sl�
k

�i,krk �2�

d�Tsolid�i

dt
=

�qsolid�i

�Cv�solid�i
�3�

The number of control volumes �4 for the whole stack� is kept
to a minimum in order to minimize model complexity without
compromising the accuracy of the results. This model simplifica-
tion greatly improved calculation time without affecting the over-
all accuracy of system results.

The operating voltages are calculated by subtracting the local
values for activation, Ohmic, and diffusion losses from the local
Nernst potential: related equations are briefly reported in a sim-
plified version in Eqs. �4�–�7�.

ENernst = −
�G�T�

nF
+

RuT

nF
ln�PH2

PO2

1/2

PH2O
� �4�

�cat act =
RuT

F

1

KO2
PO2

0.25ekO2
/TRu

�5�

�an act =
RuT

F

1

KH2
PH2

PH2OekH2
/TRu

�6�

�i = Aie
−Bi/T �7�

Steam reforming, water-gas shift, and hydrogen electrochemi-
cal reaction are simultaneously solved for each control volume;
due to the high operating temperature of the stack, steam reform-
ing is considered to be at a fixed approach ��95% overall� to
equilibrium. The reaction rates for the reforming and shifting are
calculated through Eqs. �8� and �9�, which provide the equilibrium
of the reforming and shifting reactions.

Kp,ref =
PCOPH2

3

PCH4
PH2O

�8�

Kp,shift =
PCO2

PH2

PCOPH2O
�9�

The reforming unit is also modeled as a multinode reformer
�ten nodes� because this solution provides an insight of the tem-
perature profile inside the reformer, when compared to a single-
node reformer model: the average temperature of the reformer is
still the same, but the temperature of the anodic stream entering
the stack is higher in the second case. This allowed a better simu-
lation of the overall thermal balance of the stack without signifi-
cantly increasing the computational effort.

The SOFC technology, as well as the internal stack arrange-
ment, is the proprietary planar pressurized SOFC stack of RRFCS
�6�. For this reason, at this stage, no kinetic model has been in-
cluded because comprehensive data on the catalyst used are not
available yet. Nevertheless, it is believed that the introduction of
the kinetic model, which will be the subject of further investiga-
tion, will change the amplitudes but not the characteristic times of
the phenomena.

The new dynamic model was verified against results from the
detailed model at steady state, both at design point and at part-
load conditions. Table 1 compares some reference data of the
design point for both models.

Fig. 1 Layout of SOFC system anode loop

Fig. 2 A block of RRFCS fuel cell strips †5‡

Table 1 Design-point conditions

Property Value

Fuel temperature 400 °C
Ejector design recirculation factor

�secondary over primary flow�
7

Steam to carbon ratio �reformer inlet� 2.4
Anodic side pressure 7.0�105 Pa

Reformer inlet temperature 800 °C
Anodic side outlet temperature 900 °C

Fuel cell power approximately 250 kW
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Figures 3 and 4 show the behavior of some operating param-
eters under part-load conditions: the off-design operating condi-
tions of the SOFC system were extracted from the study in Ref.
�6�, where changes in air flow, utilization factor, stack tempera-
tures, etc., are scheduled according to a complex procedure. Volt-
age data were nondimensionalized over the relative design-point
data.

Figure 3 presents the reformate stream composition for both the
detailed model �dots� and the dynamic model �dotted lines� at the
reformer outlet: in particular, the dynamic model seemed to over-
estimate the reforming and underestimate the shifting. Overall, the
agreement looks satisfactory for a wide range of operating condi-
tions; this should ensure that the dynamic model can depict the
thermal behavior of the reformer with an acceptable degree of
accuracy.

Figure 4 presents the voltage and SOFC efficiency under dif-
ferent load conditions, showing good agreement between the dy-
namic model and the detailed model results. Further results of
model comparison can be found in Ref. �7�.

Anode Ejector Model
Two dynamic models have been developed and validated at the

thermochemical power group �TPG� laboratories: the 1D source-
term model and the so-called “lumped-volume model.” Extensive
description and experimental validation may be found for both
models in Refs. �8–10�. The latter model was used for the pur-
poses of the present work, because it allows significantly faster
calculation time with proven accuracy in representing the overall
ejector behavior, despite the fact that no description of the ejec-
tor’s internal properties is provided.

The ejector lumped-volume model was implemented within the
MATLAB®-SIMULINK® environment, as a component of the

TRANSEO tool. The “lumped-volume” approach �8� is a simplified
scheme for constant mixing chamber ejectors, developed with the
objective of achieving the reduction of calculation time, which is
a necessary requirement when simulations are carried out at plant
level. The model is based on mass, momentum, and energy
steady-state equations, taking into account the primary momentum
loss with a constant coefficient, the viscous pressure losses into
the mixing chamber �10�, and the diffuser �11� �see Fig. 5 for the
subscripts�.

��Pf�mix = fmix
Lmix

Dmix
��av�mix

��cav�mix�2

2
�10�

��Pf�diff =
Cf

4�
�1 − �A3

A4
�2	 + ��1 −

A3

A4
�2

��av�diff
��cav�diff�2

2

�11�
A pressure loss has been considered by an aerodynamic loss

�12� to take into account the effect of the primary duct thickness.

��P�th = Ca�2
c2

2

2
�12�

The time-dependent behavior is evaluated through the momen-
tum and energy equations, also taking into account the heat ex-
change between walls and environment.

The test rig shown in Fig. 5 was used both in open loop and
closed loop configurations to compare simulations with experi-
ments: in the closed loop case, a pressure vessel was introduced to
physically simulate, on a reduced scale, the anodic volume of the
actual SOFC anode loop. Results of transient validation are re-
ported in Ref. �10� and summarized in Fig. 6.

Dynamic Analysis
The dynamic reformer-SOFC model was integrated with the

ejector model according to the layout in Fig. 1, in order to inves-
tigate the time-dependent behavior of the anodic loop. The system
response was investigated for two different variations: a step
variation and a sinusoidal variation at different frequencies in fuel
and current inputs.

Fig. 3 Reformate stream composition under part-load
conditions

Fig. 4 Operating voltage under part-load conditions

Fig. 5 Ejector scheme and TPG ejector test rig in open loop
configuration †9‡
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Fuel and current inputs to the model were proportionally varied
in order to keep the ratio constant. Even if this control strategy,
which is at the constant utilization factor, may not be feasible over
the entire range studied �100–70% load� �3�, the time response of
the anode loop is not likely to change significantly if such a factor
is changed.

The fuel cell current is assumed to perfectly follow the current
input from the controller, as no delay is introduced here; instead,
regarding the natural gas flow at ejector inlet, two cases were
studied for both step and frequency analyses.

Case I. The fuel pipe volume is not included, that is, no delay
occurs between the fuel flow input of the controller and the fuel
flow occurring at ejector primary nozzle.

Case II. The fuel pipe volume is included.
Case I allows better highlighting of the dynamic phenomena

occurring within the SOFC anode loop, which makes it interesting
although less realistic than Case II. In the following analyses,
Case I is first investigated in detail, then it is compared to Case II:
in general terms, the more “nervous” and prompt response in Case
I is shown to be mitigated by the pipe volume in Case II.

Dynamic Analysis: Step Variation
In order to characterize the time response of the anodic side of

the fuel cell from a time perspective, the response to a step varia-
tion in fuel and current was studied. The design point is illustrated
in Table 1: from such design operating conditions, fuel and current
have been reduced simultaneously to 70% of the original value, so
keeping the fuel utilization factor constant. No variation was made
to the cathodic side to avoid influencing the free response of the
anodic side: it is obvious that in an actual hybrid system, the
cathodic side flow conditions have to be varied in order to keep
the fuel cell stack temperature under control �e.g., stack inlet
and/or outlet air temperature�; however, this is out of the scope of
the present work.

Table 2 reports the assumed volume and thermal capacitances
of the anode loop: some of those properties have been parametri-
cally changed in order to assess their influence on the step re-

sponse of the system. It is evident that the total thermal capaci-
tance of the fuel cell is so large that its effect is marginal on the
relatively short time-scale phenomena under consideration in this
step analysis: nevertheless, it was included in the calculations.

Table 3 reports the characteristic times, calculated as described
in Ref. �11�. It is germane to point out that such time constants are
calculated as a result of the geometric characteristics of the com-
ponent, and they are not used in the calculations: they only pro-
vide approximate information about the expected time scales of
the phenomena under simulation for the software user. With re-
gard to a sample pipe, the meaning of each time constant can be
summarized as follows:

Flow. This represents the approximate time for the mass flow to
reach about 63% of the new steady-state value after an inlet pres-
sure step is applied.

Filling. This represents the approximate time for the outlet
composition �e.g., mass fractions� to reach about 63% of the new
steady-state values after an inlet composition step is applied.

Thermal. This represents the approximate time for the outlet
temperature to reach about 63% of the new steady-state value
after an inlet temperature step is applied; this time constant is only
related to the thermal capacitance of the fluid contained in the
sample pipe.

Solid�thermal. This represents the approximate time for the pipe
wall temperature to reach about 63% of the new steady-state value
after an inlet flow temperature step is applied; this time constant is
only related to the thermal capacitance of the pipe wall.

With regard to Table 3, natural gas pipe �present only in Case
II� shows characteristic times in the order of 1 s, which implies
that faster input variations are likely to be filtered by such a vol-
ume.

The anode ejector has a very fast time response, which is not
likely to interfere with the overall fluid-dynamic behavior of the
system. Only the ejector “solid�thermal” characteristic time is
quite high: in fact, this is due to the ineffective heat exchange with
the evolving flow, but the relatively small heat capacitance �Table
2� makes its contribution almost negligible.

On the other hand, the characteristic time constants of the an-
odic side of the SOFC are likely to be the driving factor of the
anodic side loop transients. The “flow” constant is very small,
which causes the anodic flow to quickly update to the new regime:
this is expected to be beneficial from the point of view of the
control system, because the risk of depleting the available hydro-
gen on the anodic side should be minimized. The “filling” and
“thermal” characteristic time constants are related to the overall
volume of the anodic side: their influence is expected to be on the
composition and thermal behavior of the whole gaseous loop. In-
stead, the pressure is proportionally influenced by the same vol-
ume, but its characteristic time cannot be generally defined be-
cause it depends on the specific case: it will be determined on the
basis of the simulation results for the step variation.

The results of a step decrease from 100% to 70% and then back
to 100% on the fuel flow and current are reported from Figs. 7–16
for both Cases I and II.

Fig. 6 Ejector model validation under unsteady conditions in
closed loop configuration †10‡

Table 2 Geometric and thermal capacitance assumptions

Property Value

Total anodic volume 0.3 m3

Total natural gas pipe volume �only Case II� 0.0025 m3

Total anodic flow path length �including
recirculation�

2.5 m

Average anodic flow path section 0.020 m2

Anodic ejector thermal capacitance 11.3 kJ /K
Total fuel cell thermal capacitance 2000 kJ /K

Table 3 Resulting characteristic time constants

Component Time constant type Charact�time �s�

Natural gas pipe
�only Case II�

Filling 0.85
Thermal 0.74

Flow 0.002

Anodic ejector Filling 0.012
Thermal 0.010

Solid�thermal 55.0

SOFC anodic
side

Flow 0.032
Filling 5.1

Thermal 4.1
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The step analysis had the following pattern in all the simula-
tions.

a. The system was at the steady-state at time “0.”
b. After 1 s, the fuel flow and current were decreased to

70% of the initial value.
c. This reduced value was maintained for 19 s.
d. After 20 s, the system was restarted at the final steady-

state value �the transient to regime collapsed�.
e. After 21 s, the fuel flow and current were restored to the

original values.
f. The simulations were stopped after 40 s.

The system was simulated with standard as well as modified
geometrical values: the anodic volume �“vol”� was increased and
decreased by a factor of 10, while the anodic loop length was
increased by a factor of 10. No reduction in the anodic loop length
was considered because it already showed a very quick response
�see Table 3, SOFC anodic side flow characteristic time constant�.

A general conclusion may be drawn from Fig. 7, which refers to
the hydrogen fraction remaining at SOFC stack outlet in Case I:
the anodic volume works out as hydrogen storage, as it has a
significant influence on the trajectory between the two steady-state
points for hydrogen behavior at the SOFC stack outlet. The tran-
sient between the two regimes is actually driven by the anode side
volume: the lower fraction of hydrogen at 70% load is due to the

Fig. 7 Molar fraction of residual hydrogen at stack anodic out-
let „Case I…

Fig. 8 Molar fraction of residual hydrogen at stack anodic out-
let „Case II…

Fig. 9 Anodic side inlet mass flow „Case I…

Fig. 10 Anodic side average operating pressure „Case I…

Fig. 11 STCR at anodic ejector outlet „Case I…

Fig. 12 Anodic ejector recirculation factor „Case I…

Journal of Engineering for Gas Turbines and Power MARCH 2008, Vol. 130 / 021702-5

Downloaded 02 Jun 2010 to 171.66.16.107. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



lower ejector recirculation factor �Fig. 12� and to the greater rel-
evance of hydrogen leakages. Such a transient is characterized by
the filling characteristic time �5.1 s for standard geometry�, which
is enhanced by the ejector recirculation: in fact, the characteristic
time was calculated on the overall anodic outflow, while the actual
flow modifying the anode exit composition is constituted by the
flow through the electrolyte, which is about one-fourth of anode
outlet flow; thus, it follows that the actual filling characteristic
time should be about 5.1�4=20.4 s, which can be inferred from
Fig. 7 for the standard geometry. Figure 8 refers to the same
depleted hydrogen fraction in Case II: it is evident that the delay

in natural gas flow, with respect to current, causes such peaking
behavior, while conclusions on the actual filling characteristic
time remain the same.

Further property behaviors are provided from Figs. 9–12 for
Case I, while the same properties are reported for Case II from
Figs. 13–16.

Changes in anode mass flow are clearly influenced only by the
overall anode side length �Fig. 9�, while the pipe volume of Case
II �Fig. 13� almost cancels this effect because of its filling time
constant �0.85 s�, which is larger than the anode side enhanced
flow time �0.032�10=0.32 s�.

With regard to pressure, the time scale �steady to steady� is
about one-twenty-fifth the calculated filling characteristic time
�about 0.2 s, Fig. 10�: this result is very useful in the next fre-
quency analysis. Figure 14 for Case II shows that, in this case
also, natural gas flow delay dominates, apart from the case of
enhanced anodic side volume: in fact, 0.85 s is lower than 0.2
�10=2 s.

During load reduction, that is the first step, the momentum de-
lay �Fig. 9� causes the recirculation factor �Fig. 12� to remain
above the steady state due to the anodic loop length: this effect is
also shown by steam to carbon ratio �STCR� �Fig. 11�, which
clearly peaks for the anodic side enhanced length case. Peaks of
STCR toward low values are dangerous for carbon deposition into
the reformer: however, this problem may arise only with very long
anodic loop paths, as the standard geometry case shows an almost
immediate flow and recirculation factor accommodation to the
new regime, and the anodic side enhanced length case shows
overshooting periods of no more than 1 s. Figs. 15 and 16 for
Case II demonstrate that natural gas pipe delay may be helpful to
smooth out “peaky” dynamic behaviors for STCR and recircula-
tion factor.

Dynamic Analysis: Sinusoidal Variation
Frequency characterization of a component is a necessary step

for the development of robust control systems. In general terms,
the response of a system to sinusoidal input can be represented in
the so-called “Bode” diagram, where the output variable ampli-
tude is recorded against the input frequency. Examples of such
diagrams are to be found from Figs. 17–20, where the phase of the
output parameter is also reported: phase equal to zero implies
oscillations of output in phase with the input. In all these cases,
the input parameters are fuel and current, which are varied in
parallel between 100% and 70% of their nominal values, accord-
ing to the sinusoidal law. Cases I and II are represented by dashed
and solid lines, respectively. As in the step analysis, Case I is first
investigated in detail, then it is compared with Case II.

Depending on the type of system under study, the response of
the output variables under fully developed oscillating conditions
can show either monotonically decreasing amplitudes or peaks in

Fig. 13 Anodic side inlet mass flow „Case II…

Fig. 14 Anodic side average operating pressure „Case II…

Fig. 15 STCR at anodic ejector outlet „Case II…

Fig. 16 Anodic ejector recirculation factor „Case II…
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proximity to its natural frequencies. Despite the feedback nature
of the anodic loop, because of the recirculating flow from the
stack outlet to reformer inlet through the anodic ejector, the an-
odic side never showed such amplification behavior. Instead, the
anodic loop seemed to behave as a low-frequency filter, being able
to absorb high-frequency disturbances: in fact, such high-
frequency disturbances bring the system to a sort of new steady-
state regime, which is equivalent to a constant input value equal to
the one-period average value of the input �in our case, this is
equivalent to 85% of the current and fuel flow�.

With regard to output amplitudes, it is useful to try to correlate
the characteristic frequencies, reported in Table 4 and calculated
as the inverse of the characteristic times in Table 3, with the
variations in amplitudes shown by the system output parameters.
First of all, all the analyzed output parameters �i.e., mass flow
�Fig. 17�, pressure �Fig. 18�, STCR �Fig. 19�, and recirculation
factor �Fig. 20� show an initial �low frequency� and a final �high
frequency� constant amplitude. The change between the two oc-
curs smoothly in an intermediate frequency range from about
10 Hz to 100 Hz, for Case I, and from about 1 Hz to 10 Hz for
Case II. The initial amplitude is normally larger than the final one.

In Case I, anode mass flow oscillations reduce to very low
values �2% of the design mass flow� in the 10–100 Hz range: the
cutoff frequency is well represented by the anode side flow char-
acteristic frequency of 31 Hz. In Case II, such a threshold is ac-
tually anticipated by the natural gas pipe characteristic frequency
of 1.2 Hz: this is the reason why the mass flow oscillations tend to
zero in the 1–10 Hz range. Phases of Case II tend to be higher
than Case I because of the delay introduced by the natural gas
pipe.

Anode pressure and STCR of Case I show a similar dependence
on frequency: actually, the STCR follows the pressure because of
the ejector behavior, which is mainly driven by volumetric flows.
Recalling the inverse of the pressure characteristic time obtained
in the previous step analysis �0.2 s�, a characteristic frequency of
5 Hz is obtained for pressure: this frequency, followed by the
31 Hz flow characteristic frequency, can actually be used as an
approximate threshold beyond which the pressure oscillations be-
gin to reduce to almost nondetectable values. In Case II, natural
gas pipe characteristic frequency dominates again; thus, pressure
oscillations start decreasing from the 1.2 Hz threshold. Conclu-
sions about the phases are the same as for anode mass flow.

Fig. 17 Bode diagram of the mass flow at the anodic side inlet
„amplitudes are nondimensionalized with the reference 100%
value of 0.0695 kg/s…

Fig. 18 Bode diagram of the fuel cell stack inlet pressure „am-
plitudes are nondimensionalized with the reference 100% value
of the cathode-anode differential pressure of 3000 Pa…

Fig. 19 Bode diagram of the STCR „amplitudes are nondimen-
sionalized with the reference 100% value of 2.4…

Fig. 20 Bode diagram of the ejector recirculation factor „am-
plitudes are nondimensionalized with the reference 100% value
of 6.9…

Table 4 Main driving frequencies of the anodic loop „obtained
from Table 3…

Component Time constant type
Charact�frequency

�Hz
s−1�

Natural gas pipe
�only Case II�

Filling 1.2
Thermal 1.4

Anodic ejector Flow 500
Filling 83

Thermal 100
Solid�thermal 0.02

SOFC anodic
side

Flow 31
Filling 0.20

Thermal 0.25

Journal of Engineering for Gas Turbines and Power MARCH 2008, Vol. 130 / 021702-7

Downloaded 02 Jun 2010 to 171.66.16.107. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



An exception is constituted by the recirculation factor of Case I:
in fact, the higher the frequency, the larger the amplitude. This is
due to the way the recirculation factor is calculated: it is the ratio
between the secondary and primary flows. The primary flow is
one of the two input parameters, the other being the current: the
flow characteristic frequency of the anodic loop is dominated by
the lowest frequency, which is the SOFC anodic side flow fre-
quency, equal to 31 Hz. Actually, this frequency is the approxi-
mate threshold over which the secondary flow is only marginally
influenced by primary flow variations, thus resulting in higher
recirculation factor amplitudes. Therefore, the secondary flow �al-
most constant� over primary flow �fluctuating� ratio tends to in-
crease its oscillations with increasing frequency. The same thresh-
old of 31 Hz can be applied as the beginning for oscillation
increases. On the other hand, the more realistic Case II shows that
the natural gas pipe smoothes out flow input frequencies over
1.2 Hz, thus leading to the “conventional” low filter behavior also
for recirculation factor.

Most phase values remained in the 0–180 deg range, thus
showing the expected delay-dominated behavior in the anodic
loop response to input variations in fuel and current. The only
exception is constituted by STCR of Cases I and II and recircula-
tion factor of Case II; however, their amplitudes become almost
negligible after the +180 deg phase is reached, having little influ-
ence on system behavior.

Conclusions
A dynamic SOFC model was integrated with the simulation

modules of other system components �i.e., reformer, anodic off-
gas burner, anodic ejector� to construct within the TRANSEO tool a
system model that could simulate the time response of the anode
loop of an integrated 250 kW pressurized SOFC hybrid system.

Two general cases are studied: Case I, the fuel pipe volume is
not included, i.e., no delay occurs between the fuel flow input of
the controller and the fuel flow occurring at ejector primary
nozzle; Case II, the fuel pipe volume is included, this being a
more realistic case.

The step variation tests show that the main parameters affecting
the anodic loop dynamic response are mainly two: the anodic loop
length and the anodic loop volume. The first determines the time
to regime of flows, thus playing an important role in the hydrogen
depletion in the anodic channels as well as in the STCR behavior
at reformer inlet; the second determines the time-dependent be-
havior of the hydrogen fraction in the exhaust fuel and pressure of
the anodic side. However, when a significant natural gas pipe
volume is present, such as in Case II, it tends to dominate the
transient behavior and helps in smoothing out “peaky” dynamic
behaviors for STCR and recirculation factor.

The frequency analysis shows that the anodic loop response to
fuel and current sinusoidal variations is similar to a low-frequency
filter: low-frequency amplitudes of output parameters are high and
constant at low frequency and low and constant at high frequency.
The threshold frequencies that determined the starting point of the
reduction in amplitudes can be correlated with the inverse of the
characteristic times obtained from the step variation analysis. In
Case I, a threshold frequency of 5 Hz for the pressure and STCR,
and a threshold frequency of 31 Hz for the anodic flow were
obtained. In the more realistic Case II, natural gas pipe dominates
again, and 1.2 Hz becomes the threshold frequency after which
property oscillations start to decrease toward null values.
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Nomenclature
A � area �m2�

A ,B � coefficients in Eq. �7� �� m,K�
c � velocity �m /s�

Ca � aerodynamic friction coefficient �	�
Cf � diffuser friction coefficient �	�
Cp � specific molar heat �J mol−1 K−1�
D � diameter �D�

D1, D2 � coefficients �A�
d � cell diameter �m�
E � activation energy �J mol−1�

ENernst � thermodynamic electric potential �V�
F � Faraday constant �C mol−1�

�G � Gibbs free energy change �J mol−1�
�Go � standard Gibbs free energy change �J mol−1�

H � enthalpy �J mol−1�
h � heat transfer coefficient �W m−2 K−1�
I � electric current �A�

K � coefficients in Eqs. �5� and �6� �m3 C−1 �−1�
Kp,ref, Kp,shift � equilibrium constants �Pa2 ,−�

k � coefficients in Eqs. �5� and �6� �J/mol�
k � thermal conductivity of the solid �W m−1 K−1�
l � cell length �m�

L � length �m�
N � molar flow rate �mol s−1�
P � pressure �Pa�
Pi � partial pressure �Pa�
r � reaction rate �mol m−3 s−1�

Ru � gas constant �J mol−1 K−1�
S � cross section �m2�
s � thickness �m�

SOFC � solid oxide fuel cell
STCR � steam to carbon ratio

T � temperature �K�
V � electric potential of stack �V�

vol � anodic side volume �m3�
Vp � loss of electric potential �V�

Wel � electric power �W�
x � longitudinal cell coordinate �	�

Greek Letters
� � diffuser angle �rad�
� � electric resistance ���
� � electric resistivity, density ��−1 ,kg /m3�
� � stoichiometric coefficient �	�

Subscripts
0 � reference
1 � primary duct outlet
2 � secondary duct outlet
3 � diffuser inlet
4 � diffuser outlet

act � activation
an � anode
av � average
cat � cathode
el � electrolyte

diff � diffuser
f � friction
k � chemical reaction
i � chemical component

mix � mixing duct
Ohm � Ohmic

s � solid structure
th � primary duct thickness

tube � quartz tube
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An Optimal Maintenance Policy
for Compressor of a Gas Turbine
Power Plant
This paper proposes a condition based maintenance policy for compressors of industrial
gas turbine. Compressor blade fouling contributes a major performance loss in the op-
eration of gas turbine. Water washing is usually done for recovery of the blade fouling
problem. There exist two different washing methods, namely, online and offline washings.
Many researchers suggested that performing a combined program of regular online
washing plus periodic offline washing would give fruitful results with respect to economy.
However, such studies are of empirical nature or have considered only deterministic
treatment. Considering the rate of fouling as discrete state random process, we propose
a condition based maintenance policy with periodic online washing and inspection di-
rected offline washing. According to this policy, the compressor undergoes regular online
washes for every 1 /�m operating hours, and also undergoes inspections at constant rate
�I. If the observed condition at an inspection is worse than threshold deterioration state,
then perform offline washing. Otherwise, continue with online washing. The proposed
algorithm gives optimum schedules for both online washing and inspections considering
minimization of total cost per operating hour as objective. It also gives optimum thresh-
old deterioration level for performing offline washing. A comparison of the results for a
hypothetical gas turbine compressor is presented as illustration.
�DOI: 10.1115/1.2795762�

Keywords: gas turbine fouling, preventive maintenance, condition based maintenance,
online washing, offline washing

Introduction
With the growing interest in life cycle costs for heavy-duty gas

turbines, equipment operators are investigating the trade-off be-
tween performance improvements and associated maintenance
costs. One of the key factors leading to performance losses during
the gas turbine power plant operation is compressor fouling. The
performance degradation attributed to compressor fouling is
mainly due to deposits formed on the compressor blades by par-
ticles carried in by the air. Despite the use of advanced filtering
methods and filter maintenance, some of the particles are not large
enough �typically, a few microns diameter� to be blocked by these
inlet filters. Therefore, the ingestion of substances that can cause
fouling cannot be completely suppressed. Depending on the envi-
ronment, these particles may range from dust and soot particles to
water droplets or even insects, causing an increase in surface
roughness, changes in the aerofoil shapes and/or aerofoil inlet
angles, and a narrowing of the aerofoil-throat aperture. Fouling
also takes place when the plant is operating in a sandy or dusty
environment, which severely erodes compressor blades. The rate
of fouling further increased when the operating environment in-
cludes the presence of alkali or similar minerals, which adhere to
compressor blades when sulfur is present in the environment. The
water quality is also a significant parameter, which directly influ-
ences the fouling rate �1�.

In general, plant operating environment contains a combination
of the above mentioned conditions. Compressor blade fouling re-
duces the flow capacity, and thereby the pressure ratio of the unit
�2–5�. This results in an overall loss in power output and effi-
ciency of a gas turbine. It is one of the commonest causes of

performance reduction encountered by the gas turbines �4,6� and
can account for 70–85% of the performance loss during operation
�7,8�. A deterministic cost estimate is given by Diakunchak �2�. In
extreme cases, fouling may also result in surge problems. The
fouling rate depends largely on the following five factors:

• site location
• surrounding environment
• layout of the air intake system
• atmospheric parameters
• plant maintenance

The first four factors belong to plant design that management
makes decisions on before constructing the plant. Once the plant
constructed, the first four factors cannot be influenced during the
operation; the plant maintenance is the critical one for preventing
extra costs resulting from degraded plant performance.

Fortunately, compressor fouling is a “recoverable” deterioration
in that periodic cleaning of the compressor can minimize it. Vari-
ous methods have been used in the past to clean fouled compres-
sors. At times when heavy-duty gas turbines did not yet possess
highly sophisticated cooling schemes and coated compressor
blades, cleaning was achieved by abrasion with the injection of
solid compounds such as nutshells or rice husks. This had to be
replaced by wet cleaning methods �water or solvent based� to
protect modern coatings and to keep state-of-the-art cooling sys-
tems from blockages. The most effective wet cleaning process is
the crank soak or offline wash. For this, the unit has to be shut
down and cooled off in order to assure that the cleaning agent
reaches all compressor stages and does not evaporate. The clean-
ing agent is injected into the compressor with the turbine turning
at low speed. After a soaking time, the compressor is rinsed with
water, which must be drained from the engine. Before the unit can
be operated again commercially, it has to be dried. Thus, offline
washing reduces the availability of a unit.
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With a growing number of gas turbines being used in combined
cycle or combined heat and power applications, there was a need
for the development of online washing systems that would pro-
vide acceptable performance improvement without shutdown and
that would extend the operating period until the next offline wash-
ing. These systems are now state of the art in modern heavy-duty
gas turbines. In an online wash, demineralized water or a mixture
of demineralized water and detergent is injected into the compres-
sor while the gas turbine is running. The fluid droplets impact and
thoroughly wet the blades and inner surface of the compressor at
high speeds to loosen and partially remove deposits. However,
high performance recovery can only be achieved by an offline
wash. Therefore, to get the benefits of both higher availability and
increased degradation recovery, it is required to perform a com-
bined maintenance policy with online and offline water washes.
Proper combination of online and offline washing schedules can
give optimum benefits by minimizing the life cycle cost of the
plant. The basic objective of offline cleaning is to clean a dirty
compressor and to restore the power and efficiency to the maxi-
mum extent possible. The primary objectives of online washing
are the following:

�a� to maintain the cleanliness of a compressor after offline
washing

�b� to maintain power and efficiency by minimizing ongoing
losses, and

�c� to extend the period between offline washes by minimiz-
ing the buildup of deposits in the compressor, thereby
reducing the ongoing incremental power losses.

Offline washing requires shutdowns of the plant and cooling of
the components; therefore, it requires more time and money, and it
also reduces the throughput of the plant. On the other hand, out-
ages or shutdowns are not required for online cleaning. The effect
of the various maintenance tasks �washing and overhaul� on gas
turbine engine efficiency is shown in Fig. 1.

Statement of the Problem
With a growing presence of gas turbine technologies and com-

petition among the industries, a stronger focus is being placed on
trade-off analysis between performance optimization and opera-
tional and maintenance �O&M� costs. As a result, cost/benefit
evaluation of performance recovery methods has been at the fore-
front of these efforts. However, optimization of both compressor
offline �crank� and online washing intervals from the standpoints
of operating cost and proactive maintenance is of primary interest
to the organizations and the focus of this paper. Although the
benefits of compressor washing are undoubted, the frequency of
online and offline washes and the type of detergents to be used �if
at all� are widely debated issues. It is essential to develop main-
tenance schedules based on the deterioration characteristics of the
plant in order to balance the maintenance costs with lost revenue
and extra operating costs �9�.

The present research is aimed �i� to propose a method of math-
ematical modeling of the compressor online and offline washings
with considering the random nature of the fouling and �ii� to pro-
pose an optimum condition based preventive maintenance policy
for the compressor of a gas turbine power plant. Many researchers
�Meher-Homji and Bromley �10� and Stalder �11�� proved that the
fouling rate of gas turbine compressor is random and follows an
exponential law. Therefore, finding of the optimum schedules for
�i� mean time between successive on line washes, �ii� mean time
between successive inspections by considering the fouling rate of
compressors as exponential, and also �iii� threshold deterioration
level for performing offline washing is considered as objectives of
the proposed research. Here, the purpose of the inspections is to
know the condition of the compressor in order to make a decision
regarding whether or not to perform an offline wash.

Definitions

Failure Type

i. Deterioration: A process where the important parameters of a
system gradually worsen. If left unattended, the process leads
to deterioration failure �for example, wear, dimensional
changes with time, effect of contamination, and deleterious
environmental factors, e.g., temperature, voltage, and radia-
tion are relevant examples and sources of component
degradation�.

For most of the systems, it is possible to measure the
amount of deterioration incurred up to time t either by di-
rectly measuring the above mentioned parameters or any
other dependent parameters such as vibration, power, perfor-
mance, etc.

The deterioration failure may or may not be a physical
failure of the system. It is a situation where the equipment
performance is unacceptable �due to economy or statutory
environmental regulations, or any other�. In this paper, we
are using the term “deterioration failure” to represent the
situation where the compressor performance is unacceptable.

ii. Random failure: A failure whose occurrence is unpredictable
except in a probabilistic or statistical sense �for example,
failure of an automobile to start, occurrence of fatigue crack
on the compressor blade surface�.

Maintenance Type

i. Inspection: Inspections at specified schedules are performed
to know the operating condition of the system. It involves
direct measurement of some related parameters of the sys-
tem, which directly represent the current operation condition
of the system.

ii. Preventive maintenance �PM�: A type of restoration or main-
tenance activity wherein an unfailed system, at preselected
intervals, has its accumulated deterioration reduced or elimi-
nated.

iii. Minimal PM: Maintenance of limited effort and effect. For
deterioration modeled as discrete stage process, minimal
PM activity restores the system to the previous deteriora-
tion stage or to deterioration Stage 1, whichever is worse.

iv. Major PM: Maintenance wherein a system is restored to “as
good as new” condition.

v. General PM: It restores the system to the previous � deterio-
ration stages or to deterioration Stage 1, whichever is worse.

vi. Repair: A restoration wherein a failed system is returned to
a working condition.

vii. Minimal repair: Repair wherein the system is returned to
that operable state in which it was operating just before the
failure.

viii. Perfect repair/overhaul/replacement: A restoration action
wherein the failed system is returned to as good as new
condition.

Fig. 1 Effects of washing and overhaul on compressor
efficiency
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Assumptions
The following assumptions are made.

1. The compressor encounters two types of shutdowns. The
first one is due to unacceptable level of deterioration, and the
other is due to random failure of the compressor’s parts �for
example, blade fracture�.

2. Compressor deterioration is modeled as discrete state pro-
cess with k acceptable operating stages and one unaccept-
able �failed� stage. The compressor has a deterioration fail-
ure �unacceptable level of deterioration� immediately
following the completion of k stages of deterioration.

3. The duration of each deterioration state has an exponential
distribution with rate k�d. That gives a mean life of 1 /�d
between successive overhaul shutdowns.

4. Following deterioration failure �unacceptable level of dete-
rioration�, the compressor is overhauled, i.e., restored to as
good as new. The overhaul duration is exponentially distrib-
uted.

5. Random failure occurs at an increasing rate or intensity, de-
pending on the deterioration stage of the compressor. Mini-
mal repairs are performed. The minimal repair duration is
exponentially distributed.

6. The time between successive online washes is exponentially
distributed; online washing makes the device �1 deteriora-
tion states younger. That is, if the deterioration stage before
an online washing is nth, then the deterioration stage after
the online washing is �n−�1�th.

7. The compressor undergoes inspection at constant rate based
on the observed deterioration stage �Di� of the compressor;
an offline wash can take place �if i�k1�, which makes the
compressor �2 deterioration stages younger, or do nothing �if
i�k1�.

8. Mean times to perform online and offline washings are ex-
ponentially distributed.

9. There are no transitions between the failure and maintenance
states.

Model
Continuous time Markov chain �CTMC� model for the pro-

posed condition based preventive maintenance policy of a gas
turbine compressor is shown in Fig. 2. According to this policy,
the compressor undergoes periodic online washings, and inspec-
tion directed offline washings. States D1 to Dk are the k operating
states in increasing order of deterioration. D1 is the best operating
state and Dk is the worst. Di represents the state in which the
compressor is in the ith deterioration stage and is in working con-
dition. Ii represents the state in which the device is in the ith

deterioration stage and under inspection. Pmi is the state where
the device is in the ith deterioration stage and is under online
washing. PMi is the state where the device is in the ith deteriora-

tion stage and is under offline washing. RFi is the state where the
device is in the ith deterioration stage and is under repair after a
random failure.

In this model, the compressor undergoes periodic online wash-
ings with constant rate �m with a mean duration of 1 /�pm that
makes the compressor �1 deterioration stages younger. The com-
pressor is inspected after a random period that is exponentially
distributed with mean 1 /�I. If the device is found in deterioration
stage i such that i�k1, then offline washing of the compressor
takes place that restores the compressor to i−�2 deterioration
stage with a mean duration of 1 /�pM. When the device is in the
random failure state, minimal repair takes place that brings the
device to just before failure condition in operating mode with a
mean duration 1 /�DF. When the device is in deterioration failure
�DF� state, complete overhaul is carried out to bring the device to
as good as new state with a mean duration of 1 /�DF. To increase
the clarity of the figure, the random failure states of the compres-
sor are not shown in Fig. 2.

Steady-State Solution
Using the Markov approach associated with Fig. 2, we first

obtain the Chapman–Kolmogorov equations �Misra �12��. These
are then converted into a set of linear equations �also called sys-
tem balance equations� representing the steady-state conditions of
the process in Fig. 2. Their solution yields the long-term state
probabilities.

The state-transition equations for the proposed maintenance
policy depend on the real values of the number of deterioration
stages k, limit for starting offline washings �k1�, recovered dete-
rioration states by performing online washing ��1�, and that by
offline washing ��2�. The state-transition equations of the system
depend on the following three important quantities:

• �k−�1�
• �k−�2�
• �k1−�2�

Values of these quantities depend on the values of the system
parameters �k, k1, �1, and �2�. Based on the possible ranges of
values of these quantities, we developed different sets of state-
transition equations. Any one of them will execute depending on
the above parameters. A recursive solution algorithm and software
code �in “C”� has been developed for solving these linear equa-
tions for steady-state probabilities of the different states of the
system.

Optimization
Optimal inspection and maintenance schedule can be obtained

by minimizing the total cost. The cost components include main-
tenance, repair, and out-of-service costs. A simple and more ap-
propriate model for the cost analysis is proposed. Let CI, Cpm,
CpM, CRF, CDF, Cdt, and Cop be, respectively, the unit cost com-
ponents for various outages for inspections, online washings, off-
line washings, repairs after random and DF, down time, and op-
eration. We first calculate respective cost for a deterioration re-
placement cycle �CT�. CT is the expected time between succes-
sive deterioration replacements. From these costs, cost per
operating hour or cost per unit operating time is calculated for
decision-making purpose.

If CT is the expected time between successive deterioration
replacements, then for a CT, there is one deterioration replace-
ment. Therefore,

CTPDF = 1/�DF ⇒ CT = 1/��DFPDF� �1�

Fig. 2 State-transition diagram for periodic online washing
and condition based offline washing policy
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Cost Model
Expected costs per CT for DF, inspections, preventive mainte-

nance, random failures, down time, and operating costs are calcu-
lated as follows:

i. Expected cost of DF during CT
Since for a DF cycle �CT� there exists only one ex-

pected replacement due to DF, therefore,

E�TCDF� = CDF �2�
ii. Expected cost for performing inspections during CT,

E�TCI� = ��
i=1

k

PIi��ICpiCT �3�

iii. Expected cost for performing online washings during CT,

E�TCpm� = ��
i=1

k

Pmi��pmCpmCT �4�

iv. Expected cost for performing offline washings during CT,

E�TCpM� = ��
i=1

k

PMi��pMCpMCT �5�

v. Expected cost for random failures during CT,

E�TCRF� = �
i=1

k

�Pfi��CRFCT �6�

vi. Expected cost of downtime during CT,

E�TCdt� = ��
i=1

k

�PIi + Pmi + PMi + Pfi� + PDF�CdtCT

�7�
vii. Expected operating cost during CT,

E�TCop� = ��
i=1

k

�Pi + Ppmi��CopCT �8�

Using �i�–�vii�, the expected cost per operating hour is expressed
as

E�TC� =
�E�TCDF� + E�TCI� + E�TCpm� + E�TCpM� + E�TCRF� + E�TCop� + E�TCdt��

CT
�9�

Optimization Procedure
The optimization procedures are as follows.

i. Depending on the accuracy required and/or deterioration
replacement rate, choose an appropriate unit for

�a� number of deterioration states �k�
�b� time between inspections �1 /�I�
�c� time between online washings �1 /�m�

ii. Set k1=1
iii. Set 1 /�m equal to 1
iv. Set 1 /�I equal to 1
v. Calculate different deterioration state probabilities and

availability. The complete procedure for evaluation of
these quantities is available in Ref. �13�.

vi. Using Eqs. �1�–�9�, find the expected total costs for vari-
ous cost components, and cost per operating unit time

vii. Increase �1 /�I� by 1, and repeat the calculations from step
v. until �1 /�I� reaches a maximum �1 /�d�

viii. Select the PM interval time �1 /�I� that minimizes the cost
per operating hour, and note the corresponding k1, �1 /�m�,
and �1 /�I� values

ix. Increase �1 /�m� by 1 and repeat steps from iv to x
x. Increase k1 by 1 and repeat steps from iii to xi
xi. By minimizing the total costs, select a policy from all the

selected policies in step x

Illustration
Let us consider a 30 MW gas turbine power plant. The output

of the plant drops to 27 MW �10% deterioration in power output�
after an average operation of 500 h if it is not washed. At this
stage, the performance of the turbine is not economical and also
the condition is not safe. Therefore, this state is treated as DF
stage; a complete overhaul is required to make the system like
new, which takes more downtime and money. Currently, washes

are performed on a preventative schedule of 50 h for online wash-
ing and 500 h for offline washing. This maintenance policy is
adopted by neither engineering assessment of conditional need nor
optimal time to perform. In addition to the loss of availability and
maintenance time incurred, unnecessary washes generate an envi-
ronmental impact with the used detergent. Clearly, operating with
a module that assesses condition and predicts the time to wash
more appropriately would benefit the organization and environ-
ment.

In addition to DF, the system also undergoes random failures
whose intensity increases with deterioration. After every random
failure, only minimal repair is carried out. Therefore, the system
condition after repair is the same as that of before failure condi-
tion. Each offline wash requires a mean downtime of 50 h and
average cost of $3000. Online wash takes 15 min, requires no
downtime, and incurs average cost of $2000. Take �1=1 MW,
�2=2 MW. The management wants to decide the optimum sched-
ules for online and offline washes, which reduces total cost by
minimizing unnecessary washes.

To get more accurate results, we model the total deterioration �
3 MW performance reduction� with large number of deterioration
stages �60 deterioration stages� each represents 50 kW deteriora-
tion. Therefore, each online washing and offline washing makes
the plant, respectively, 20 and 40 deterioration states younger.

The following parameters are deducted from the above data.
Let 1 /�d=500 h, 1 /�pm=0.25 h, and 1 /�DF=50 h. The following
data are also considered.

Random failures of the device have a Weibull intensity with
scale parameter �=500, shape parameter �=3, online washing
cost �Cpm�= $2000, minimal repair cost at random failure �CRF�
= $2000, and offline washing cost �CDF�= $3000. The mean time
to minimal repair at random failure is 25 h. As the deterioration of
the compressor �due to blade fouling� increases, the operating cost
of the power plant also increases. It includes fuel and other con-
sumables; its value depends on the deterioration stage of the plant.
Now, a day’s energy prices �fuel and electricity� change rapidly.
This will be taken care by systematically collecting the data on
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changes in price of these commodities, and finding a relation with
time. We can make a forecast for the next year �either on weekly
or monthly basis�. In the example, we have considered a linear
relationship between operating cost and level of deterioration of
the compressor. If we consider the varying price, then this func-
tion will have a nonlinear nature. This requires collection of data
on fluctuation of the fuel price on a monthly or yearly basis, and
preparing and updating the washing schedules. In this illustration,
we assume that the operating cost at base load operating condition
for state �D1� is $1000 /h. It uniformly increases with deteriora-
tion, and at worst operating condition �D60�, it is $1200 /h.

Solution for the Illustration. For this problem, if we consider
availability maximization as objective, we require to perform con-
tinuous online washes of the compressor. However, as mentioned
earlier, unnecessary washes require large resources. It will also
generate an environmental impact due to the large quantity of
detergent used. So, total cost minimization is the better objective
for this problem. Following the different steps of the optimization
procedure as discussed earlier, we get the optimal solution for
total cost minimization. This is shown in Table 1.

By the analysis of the results in Table 1, the following obser-
vations are made.

�i� It is estimated that by applying the proposed model, we
can reduce the annual operating cost of the plant up to a
sum of $148,920.

�ii� Significant improvement in availability is also achieved
with the application of the proposed model �from 90.7% to
97.3%�. This increased availability improves the through-
put of the plant, and thereby profitability.

�iii� Reduced environmental pollution is also achieved with the
proposed model.

Conclusions
Considering the rate of fouling as discrete state continuous time

random process, we propose a condition based maintenance
policy for compressors of industrial gas turbine with periodic on-

line washing and inspection directed offline washing. Proposed
policy improves the availability of the plant by optimizing online
and offline washing frequencies. Considerable amount of savings
in operating cost, considerable gain in availability, and thereby
profitability are also possible with the application of the proposed
model.
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Table 1 Solution for the illustration

Policy

Time between
online washes

�1 /�m�

Time between
inspections

�1 /�I� k1

Time between
offline washes Availability

Total cost per
operating hour

Savings per
year �$�

Present �online wash for 50 h, and offline wash for
500 h of operation

50 — — 500 0.906883 1079 0

Time based optimal PM policy 60 — — 5100 0.984359 1065 120,722
Condition based PM policy 69 15 30 2213 0.972896 1062 144,884
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Analytical Study of the Effects of
the Clogging of a Mechanical
Precipitator Unit in Air Preheaters
in a High-Performance
Thermoelectric Power Plant
Based on Available Data
Following a detailed study of two of the mechanical precipitators in the air preheaters of
a thermoelectric power plant, a large amount of ash that was deposited on one of the
inlet conduits was observed, obstructing the incoming gas flow. A comparison of the
available data for the two most recent hopper cleaning operations revealed that, on the
one hand, the amount of ash collected by the clogged precipitator (A) was significantly
less than that collected by the other (B) and, on the other hand, the temperature of the
ash in the former was noticeably lower than in the latter. Prior to the cleaning of the
conduits, a certain amount of damage was caused to the boiler dome, which meant that
subsequent cleaning required the use of a hydrolazer, where it was noted that inlet
pressures were very high. All of this indicated that the cause of the clogging was not
physical. This paper provides a comprehensive analytical analysis that explains what
happened, as well as resolving the situation. �DOI: 10.1115/1.2795771�

Keywords: thermoelectric power plant, precipitator, exhaust gases, ashes, hoppers, con-
duit clogging

1 Introduction
This paper provides a theoretical explanation of the causes that

led to the clogging by ash of one of the two groups of mechanical
precipitators �MPs� in a high-performance thermoelectric power
plant equipped with two Ljungström air preheaters �LAPs�, ar-
ranged in the manner shown in Fig. 1.

The rotary regenerative heat exchanger was patented by the
Swedish engineer Fredrik Ljungström in 1920. The basic compo-
nent is a continuously rotating cylinder, called “the rotor,” which
is packed with thousands of square thin-walled steel plates,
packed in frame baskets of heat transfer surface. During each
revolution of the rotor, heat is absorbed by the heating surface
passing through the hot gas stream and transferred to the combus-
tion air stream. The basic operating scheme is shown in Fig. 2.

This accumulated heat is released into the incoming air as the
same surfaces pass through the other half of the structure. The
heat transfer cycle is continuous in periods of about 60 s as the
surfaces are alternately exposed to the outgoing gas and incoming
air streams �1,2�. Heat energy is captured and transferred to the
incoming air for combustion before it is lost to the stack. The
result is a substantial saving in fuel that would otherwise be re-
quired to bring the air up to combustion temperature �3�.

Until now, such regenerators were designed to rotate steadily
and continuously being used mainly for gases near atmospheric
pressure. They are used in boilers as air preheaters, in flue gas
desulfurization plants as gas/gas heaters, and in tail-end selective
catalytic reduction NOx plants as gas preheaters. They are both

designed and built to operate over extended periods with durable
and uninterrupted service. Simplicity of design also makes them
easy and economical to maintain while in operation and at sched-
uled �4,5�. The majority of air preheaters in use in the power
industry today are of the Ljungström type. In 1995, the American
Society of Mechanical Engineers �ASME� declared them to be a
“Mechanical Engineering Landmark.”

When the exhaust gases leave, each one of the air heaters in this
installation does not go directly to the stack, but first passes
through the respective MPs where the ash and cinders in the gases
are retained by means of centrifugal forces created by settling
cyclones, and collected later by a deposition tank through a depo-
sition valve, as can be seen in Fig. 3�a�.

Following a thorough cleaning of the MPs and a subsequent
period of operation, in which a study was made of the pressure
differences in the gas conduits operating under nominal load, a
major obstruction was detected in just one of the precipitators. A
subsequent inspection showed that a considerable amount of ash
had been deposited on its inlet conduits, as can be seen in Fig.
3�b�, which was reducing the amount of incoming gas by 60%.
This is clearly an atypical circumstance, without precedent at all
in the incident records of thermoelectric power plants.

Furthermore, a comparison of the available data for the two
most recent hopper cleaning operations showed that, on the one
hand, the amount of ash collected by the precipitator that had
become clogged was three times less than that collected by the
other and, on the other hand, the temperature of the ash held in the
hoppers for the blocked one was significantly lower than the tem-
perature of the ashes collected by the other one. This latter cir-
cumstance is directly related to the air and gas, inlet and outlet
temperatures, as we shall see throughout this paper.
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2 Aims and Methodology
Once the operating problem described in the preceding section

has been roughly identified, the aim of this paper is to carry out a
thorough study of the installation’s operation in order to explain it
in an effective way. Thus, there are sufficient background data to
assess that, with the power plant operating at nominal load

�480 MW� and the LAP’s baskets �heat transfer surfaces� in per-
fect conditions, the relative pressure in the boiler furnace never
should exceed a value of 600 mm of water column, which in turn
means heater inlet pressures of below 300 mm of water column,
and never exceed 350 mm of water column, with extremely dirty
heaters due to the accumulation of waste from the exhaust gases.

It is important to note that immediately after the conduits were
cleaned, normal values for pressure were reached. Anyway as a
consequence of these cleaning operations, certain damage was
caused to the boiler dome �top structure�. This signaled a turning
point in the trends for the pressure differences in the gas conduits;
as from that moment on, the pressure in the gas inlet on the �LAP
“A”� reached a value of about 425 mm of water column, together
with a furnace pressure of 730 mm of water column, so the power
plant’s effective output was reduced to 83% of its rated figure.

A more thorough cleaning was subsequently undertaken by
means of a hydrolazer system, involving a jet of water and perfo-
ration under rotation using bits that turn at between 1500 rpm and
2000 rpm, whereby all deposits were removed without damaging
the conduits at all. It was noted that the inlet pressures on both
heaters were reduced significantly but clearly exceeded 300 mm
of water column so it means that original values were not reestab-
lished in this way.

Even after a short operating period of time, a new and danger-
ous increase of the inlet pressure was detected in �LAP A�, as its
MP becomes definitely clogged. A final decision of changing bas-
kets was finally assumed; so as soon as the baskets were finally
replaced, the normal values for pressure were again reached. All

Fig. 1 Simplified layout of the air heaters and MPs in the power plant of reference

Fig. 2 Description an air heater type “Ljungstrom” „ALSTOM
Power Inc. Air Preheater Company…
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this time dependent process can be clearly seen in Fig. 4 where a
historical description of inlet and outlet pressure changes through
both Units A and B was depicted.

This led us to suspect that the reason for the clogging was not
physical, but due to some other causes. The first consideration
related to the loss of power was to take into account the air flow
inlet toward exit gases across the seal system of our LAP, which

after measured only supposed less than 6% of the total air flow,
which was carefully certified for both units according to the his-
torical available data from the power plant, so the conclusion was
that it did not reveal much importance. A theoretical study was
taken into account in order to explain the phenomena that gave
rise to such anomalies above explained. A heat transfer survey,
both in the heaters and conduits, was carried out in order to as-
certain the reasons for the loss of power already tested in one of
them, as it was suspected that its origin might lie with the increase
of the heat transfer process inside the heater because of the turbu-
lent flow; a further result of it will address the accumulation of ash
in the conduits of the MPs.

3 Theoretical Time Dependent Study of the Heat
Transfer Process Inside Ljungström Air Preheater A

The heat transfer between the air and gas areas in the LAP
responds to the case of “walls undergoing periodic changes in
surface temperatures” �6�. The time dependent temperature varia-
tions on a surface inside the wall �metal plates� is calculated on
the basis of the “equation on one-dimensional conduction in tran-
sient state” �7�.

a
�2�

�x2 =
��

�t
�1�

It is shown �8� that the solution to the expression is provided by

Fig. 3 A two step description of the clogging process for LAP A

Fig. 4 Historical description of inlet and outlet pressure
changes through LAPs A and B.
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�� − �m� = ��max − �m�e−x��/aT cos�x� �

aT
−

2�

T
t� �2�

This equation corresponds to a sinusoidal-type function with
exponential decay, whereby we can define the following param-
eters:

A = ��max − �m�e−x��/aT �3�

Fa = e−x��/aT �4�

F = �x� �

aT
−

2�

T
t� �5�

� = 2��aT �6�

The function decays, around an average temperature, as x in-
creases, whereby its time dependent graphic representation is
shown in Fig. 5.

In practice, the temperature evolution of the baskets does not
respond to a sinusoidal-type function, but instead follows a
parabolic-type function in heating and a logarithmic-type function
in cooling �9,10�, according to available data, as shown in Fig. 6.

The mathematical relationships of analytical calculus, which
govern the heat transfer between the air and gas areas, are ex-
tremely complex in the real case of a LAP; nevertheless, there are
approximate calculation methods. The most appropriate is the fol-
lowing expression �11�:

q

A
=

��m/��g − �a�
1/hg · �g + 1/ha · �a + 1/2,5 · Cps · �s · rB + rB/k · ��g + �a�

�7�
The third term in the denominator considers the accumulation

of heat between the plates �thermal inertia� and the fourth term is
a correction factor regarding conductivity. When these two latter
terms are insignificant, with regard to the first two, this equation is
reduced to that of a heat exchanger operating in steady state.
Accordingly, the higher the coefficient for film h, the greater the
heat transfers by convection �12,13�.

The determination of the film coefficients, in the gas and air
areas, respectively, in the baskets, responds to the typical case of
forced convection along flat surfaces �14� �The Reynolds number,
in both the air and gas areas, clearly exceeds the value 5�105,
which for gases constitute the critical value for the transition from
laminar to turbulent flow �15��. Nonetheless, it should be taken
into account that there must be a certain area of laminar flow at
the beginning of the metallic plates, before the critical Reynolds
number is reached, with the onset of the turbulent flow.

With all these in mind, the more appropriate calculation expres-
sion �4� could be as follows, provided that the “Prandtl” number
does not differ greatly from unity:

NNu =
hL

k
= �NPr�1/3 · ��NRe�0,8 − 23.100� �8�

In order to facilitate the presentation to the reader, it will be
accepted that the heat transferred from the heater to the combus-
tion air has the same value as the heat transferred from the gases
to the heater, which is tantamount to considering a lossless heater,
according to the previous consideration in this way. In such a case,
the mass and energy balance in the heater corresponds to the
following expression �16,17�:

Q̇ = ṁacp�a���a
o − �a

i � = ṁgcp�g���g
o − �g

i � = US��m �9�

Considering a nominal combustion air flow of 1.457 ton /h and
an output of reference for the thermoelectric power plant of
480 MW, it was noted that in the last cleaning operations that the
temperature of the ashes held in the hoppers of MP A was signifi-
cantly lower than the temperature of the ashes contained in the
hoppers of precipitator B. In these working conditions �normal
behavior and clogging situation, respectively�, available data mea-
sured at inlet and outlet for both heaters in an ambient temperature
of 26°C are shown in Table 1.

This drop in temperature at the gas outlet and the respective
increase in the air outlet temperature on LAP A for the so called
“clogging situation” can only be due to a significant increase in
the value of the film coefficients for the gases and air, respec-
tively.

Accordingly, the Prandtl numbers of the fluids, both from the
air and gases in both heaters, are also similar, given that they are
located between common sources and heat sinks. Consequently,
the only reasonable explanation for the increase in film coeffi-
cients is that the Reynolds numbers for LAP A, in both gas and air
areas, have reached significantly higher values than those corre-
sponding to LAP B, and this can only be due to a simultaneous
increase in air and gas flows in the former.

Fig. 5 Decreasing of the time dependent theoretical tempera-
ture field over the metallic baskets

Fig. 6 Time dependent empirical surface temperature field
over the metallic baskets

Table 1 Comparative inlet and outlet temperatures of air and
gases, respectively, for both air heaters

� �°C�

Normal conditions Clogging situation

LAP A LAP B LAP A LAP B

Air inlet 34.80 35.90 37 37
Air outlet 271 235 286 233
Gas inlet 340 340 337 348

Gas outlet 150 150 91 168
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In addition, it seems reasonable to consider that the significant
drop in the flow velocity of both air and gases is due to a consid-
erable drop in load �18� between the metal plates on the baskets
on LAP A. This may be due to two circumstances whose effects
are compounded:

1. to the clogging of the open spaces between plates due to the
unexpected destruction of the boiler top �dome�

2. considering the long time elapsed since the last inspection of
the heater baskets, to the partial destruction by acid corro-
sion �19,20� of the metal plates on these baskets �formation
of acid dew point, ADP�, which could cause the displace-
ment of the plates when cleaning with a hydrolazer, with the
subsequent overlapping of some plates on top of each other,
deforming the passages between them, which clearly magni-
fied the formation of turbulent flow in those passages �21�,
with the ensuing increase in loss of power.

Subsequently, and on the basis of this study, the baskets on LAP
A were carefully examined, which has indeed been shown that the
expectations outlined here have been readily fulfilled, regarding
clogging between metal plates, proceeding this way to repair them
immediately.

4 Analysis of the Ash Accumulation Inside Ljung-
ström Air Preheater A

When the exhaust gases leave the LAP, they are fed into the
MPs, where the ashes are separated out from the gases by the
effect of the centrifugal forces they exert, and from here the
“cleaned” gases are finally fed to the stack, as it was previously
shown in Fig. 3�a�. We shall now proceed to analyze the accumu-
lation of ash in the area between the gas outlet on LAP A and its
corresponding MP, with the subsequent entrainment current and
clogging of the precipitator hoppers, as it was previously shown in
Fig. 3�b�. This is why it is deduced that there is a significant loss
of power, together with a significant increase in furnace pressure
and, therefore, also in the incoming gases on both heaters as it was
previously shown in Fig. 4.

Whereas it can be considered in LAP B that the through section
is free in practical terms and, therefore, the flow across the metal
heat transfer plates may be considered slightly turbulent and in-
consistent �22�. Nevertheless, in the case of LAP A, the flow can
be considered as turbulent, inconsistent, and clearly chaotic, with
the presence of “restrictions” and, consequently, the existence of a
certain “lamination.”

The laminate phenomenon is an irreversible process that is, in
theory, carried out at constant enthalpy. Besides not producing any
useful kind of energy, it is characterized by a significant increase
in entropy and, consequently, by a sharp drop in “exergy” and,
therefore, in the operating capacity of the circulating fluid. Yet, in
addition, after the restriction there is turbulent flow in the sections
close to said restriction �23,24�, with the formation of a large
number of eddies or vortexes, and finally returning to turbulent
flow, although slightly more consistent.

In practice, lamination with real gases cannot in any way be
considered a process at constant enthalpy �25�, which means tak-
ing the kinetic energy of the circulating fluid to be constant, be-
fore and after the restriction that gives rise to the lamination, and
it is widely known that this is not the case. It is precisely the
formation of the aforementioned turbulent flow after the restric-
tion that renders the process utterly irreversible, and in practice
the flow velocity in the section located immediately upstream is
very high, and the corresponding kinetic energy will have been
reached at the expense of a drop in enthalpy �26�. However, as the
fluid flows through the widening of the outlet section, the velocity
again drops while the original enthalpy is not reestablished.

The confused, turbulent flow at the gas outlet on the LAP A
means that there are a large number of particles in suspension,
colliding against the “boundary layer” of the conduits where the

flow velocity decreases significantly and, consequently, so does
the velocity of the aforementioned particles in suspension. In
1904, Prandtl proposed that the study of the movement of a low
viscosity fluid could be likened to that of a perfect fluid �27�,
except in a layer close to the boundary, of tiny thickness, which
was the focus of friction phenomena, which has been called the
“boundary layer.” Thus, on the outside of this layer, the tangential
stresses are insignificant, with the forces of inertia prevailing over
those of viscosity, whereas inside the boundary layer, the proxim-
ity of the boundary means that the velocity gradient is very high
and, therefore, the tangential stress is also significant; the friction
forces in this situation can be considered of the same order of
magnitude as the forces of inertia.

Thus, the force upholding a submerged solid in a fluid flow is
given by Buckingham’s “pi” theorem �28�:

Fs = S�V2Cs �10�
Defining the lift coefficient as

Cs = C� �

L�V
	b� E

�V2	c

�11�

When the Mach number is equal to or greater than unity, the lift
coefficient may be considered solely a function of the aforemen-
tioned Mach number. Simplifying and including the velocity
height, the lift force of the suspended particles in the gases pro-
duced by combustion that flow through the gas conduits is

Fs = Cs�	

g
	Ap�V2

2
	 �12�

For a particle to remain suspended in a fluid, the condition of
equilibrium in a vertical direction must be fulfilled, namely,


 Fy = 0

Fs − W = 0 �13�
Obviously, when any particle strikes the flow’s boundary layer,

its velocity is reduced significantly and therefore so is its lift
force, and in the end it falls through the effect of gravity. In the
case of laminar flow, analytical means can be used to obtain the
velocity distribution in a straight section �29�. The velocity profile
follows a law of parabolic variation, whereby the velocity can be
considered zero on the conduit wall and maximum at the conduit
axis, where its value could reach twice the average velocity in this
section.

In the case of turbulent flows, it is not possible to obtain the
velocity distribution by analytical means. Nonetheless, on the ba-
sis of experimental data provided by Nikuradse and other re-
searchers, it is known that the velocity profile is more uniform:
Yet as with laminar flows, the minimum velocity is recorded close
to the boundary layer and the maximum at the pipe axis. An
experimental expression that provides the velocity profile for tur-
bulent flows, on the basis of average velocity, is as follows �30�:

v − V

V − �f
= 2 log� y

r0
	 + 1�32 �14�

This equation makes it clear that it would not be necessary for
the particles to directly strike the boundary layer �31,32�; instead,
it would be enough for them to get sufficiently close to it, in order
to be finally decanted.

It is reasonable to suppose that the turbulent outlet flow of the
combustion gases from LAP A will lead to the renewal of sus-
pended particles, either colliding directly with the boundary layer
or getting sufficiently close to it, which will also result in a sig-
nificant increase in the number of particles finally decanted.

At the end, the mass of particles decanted would be entrained
by the gas flow toward the entrance to the mouth tools of the MPs
on LAP A. This entrainment effect explains why the MPs of this
heater become clogged, even after short operating times.
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5 Results and Discussion
The presence of high furnace pressure, with a load of 85% and

even lower, denotes the existence of a serious problem in the gas
conduits. Furthermore, the fact that the MP A registers major clog-
ging after only short operating times confirms the previous hy-
pothesis and, in addition, focuses the problem of this gas conduit.

Furthermore, the temperature differences in the air and gas con-
duits, before and after the heaters, constitute the main grounds for
analysis in this study, which is based on the air-gas heat transfer in
these heaters, according to the data previously shown in Table 1.

The specifications of the air and gases are similar in both air
heaters, as they both operate between common sources and heat
sinks. However, the air leaving LAP A is hotter and the gases are
significantly cooler. For this to happen, a significant increase in
film h coefficients has to be considered, and the only reasonable
explanation for this is that the Reynolds numbers in this heater, in
both the air and gas areas, have reached values that are markedly
higher than those corresponding to the other one and, in turn, this
can only be due to a simultaneous increase in the velocity of air
and gas flows in the former.

Accordingly, the fulfillment of the Eq. �9� necessarily requires a
decrease in both mass flows, in air and gases alike.

The initial cause of the high loss of power in LAP A is undoubt-
edly the partial destruction of the boiler top �dome�, with its com-
ponent materials becoming detached and falling onto the heater, as
this signals a turning point in the trends for the differential pres-
sures in both heaters. Likewise, the destruction, also partial, by
acid corrosion of the metal plates on the heater baskets �formation
of ADP�, as well as the displacement of the same due to the
subsequent cleaning with a hydrolazer, with them overlapping
each other, constitutes the ultimate cause of this pressure drop
through the formation of a highly chaotic turbulent flow.

Finally, the increase in pressure drop recorded by the gases
through LAP A means that a greater number of suspended par-
ticles in the gases collide and get sufficiently close to the bound-
ary layer of the gas conduit to lose lift force and become finally
decanted. The gas flow then entrains the particle mass to the inlet
mouth tools of the MPs, clogging them up in short operating
times, as we previously showed.

6 Concluding Remarks
The following conclusions may be drawn from this paper:

1. The relative differences of temperature in outgoing air and
combustion gases from LAP A are explained, accepting a
significant increase in the flow velocity of both air and gases
due to the deformation of the gas flow passages between the
metal plates on the heater, with formation of inconsistent
turbulent flow inside, and also allowing for laminations due
to significant clogging of the spaces between the metal
plates on the baskets in the aforementioned heater.

2. On the basis of this study, LAP A was finally dismantled and
repaired, fully confirming the expectations held here.

3. Once repaired and under subsequent operation of the ther-
moelectric power station, it was verified that its load of
power was once again within design limits. Naturally
enough, the problem of the clogging of MP A with ash was
resolved and the load limitation for high furnace pressure
was corrected automatically, as can be seen at the end of Fig.
4.

4. This served as a prompt to examine and clean LAP B. At the
time of writing, the furnace pressures at full load remain
below 600 mm of water column and there is no limitation
whatsoever on the load of the thermoelectric power plant, as
shown by the readings taken for it.
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Nomenclature
A 
 wave amplitude ��m�
a 
 thermal diffusivity of the material on the metal

plates �m2 /s�
ADP 
 acid dew point temperature �°C�

Ap 
 characteristic particle surface �mm2�
��m 
 average total logarithmic temperature of air

and gas flows �°C�
C 
 lift constant

cps 
 specific heat at constant pressure of the heat-
er’s metal plates �kJ/kg K�

Cs 
 lift coefficient
E 
 elasticity constant
f 
 friction factor �Moody diagram�

F 
 phase
Fa 
 decay factor
Fs 
 lift force
g 
 acceleration of gravity �m /s2�
h 
 coefficient of heat transfer by convection �film

coefficient� �W /m2 K�
k 
 thermal conductivity of the metal plates on the

regenerator heater �W/m K�
L 
 transfer length �mm�

LAP 
 ljungström air preheater
MP 
 mechanical precipitator

ṁ 
 mass flow �kg/s�
NNu 
 dimensionless Nusselt number
NPr 
 dimensionless Prandtl number
NRe 
 dimensionless Reynolds number

P 
 pressure �mm of water column�
Q̇ 
 thermal power �W�
rB 
 radius of the packing volume, by surface unit

�mm�
r0 
 pipe radius �mm�
S 
 heater transfer area �m2�
T 
 period �s−1�
t 
 time �s�

U 
 overall heat transfer coefficient �conduction in
plates and convection in air� �W /m2 K�

v 
 fluid velocity profile
V 
 average fluid velocity �m/s�
W 
 fluid weight �kg�
x 
 distance to the surface �mm�
y 
 depth of the boundary layer ��m�

Greek symbols
� 
 increase
� 
 wavelength ��m�
� 
 temperature �°C�
� 
 partial derivative

�s 
 density of the metal plates on the heater
�kg /m3�

� 
 times of gas or air passage, respectively,
through the rotary regenerative heat exchanger

� 
 viscosity
	 
 fluid specific weight

Subscripts
a 
 relative to the air

amb 
 relative to the atmosphere
exp 
 experimental

g 
 relative to the gas
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i 
 inlet
m 
 average

max 
 maximum
min 
 minimum

o 
 outlet
s 
 relative to the surface

Superscripts
b ,c 
 lift coefficients

i 
 relative to the inlet
o 
 relative to the outlet
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Inlet Air Cooling Applied to
Combined Cycle Power Plants:
Influence of Site Climate and
Thermal Storage Systems
The paper presents the results of an investigation on inlet air cooling systems based on
cool thermal storage, applied to combined cycle power plants. Such systems provide a
significant increase of electric energy production in the peak hours; the charge of the cool
thermal storage is performed instead during the night time. The inlet air cooling system
also allows the plant to reduce power output dependence on ambient conditions. A
127 MW combined cycle power plant operating in the Italian scenario is the object of
this investigation. Two different technologies for cool thermal storage have been consid-
ered: ice harvester and stratified chilled water. To evaluate the performance of the com-
bined cycle under different operating conditions, inlet cooling systems have been simu-
lated with an in-house developed computational code. An economical analysis has been
then performed. Different plant location sites have been considered, with the purpose to
weigh up the influence of climatic conditions. Finally, a parametric analysis has been
carried out in order to investigate how a variation of the thermal storage size affects the
combined cycle performances and the investment profitability. It was found that both cool
thermal storage technologies considered perform similarly in terms of gross extra pro-
duction of energy. Despite this, the ice harvester shows higher parasitic load due to
chillers consumptions. Warmer climates of the plant site resulted in a greater increase in
the amount of operational hours than power output augmentation; investment profitabil-
ity is different as well. Results of parametric analysis showed how important the size of
inlet cooling storage may be for economical results. �DOI: 10.1115/1.2771570�

Introduction
It is well known that combined cycle power output strongly

decreases, as gas turbine inlet air temperature increases. In the
summer time, average daily energy production may diminish even
by 10%, compared to ISO �1.01325 bar, 15°C, and 60% relative
humidity� conditions. In the last years peak energy cost during
summer raised considerably; this was related to the continuous
increase of energy consumption due to air conditioning and to the
introduction in 2004 of the new Italian Electric Stock Exchange
�1,2�. Thus, there is an increased interest in maintaining a low gas
turbine inlet air temperature, and keeping the power output con-
stant during peak hours. One option is given by inlet air cooling
systems based on cool thermal storage: this allows the increase of
electric energy produced during summer daytime when electricity
price is relevant, and shifting mechanical chillers consumption
during night time when energy is cheaper. In general inlet air
cooling technologies may be classified into two main systems
�3–5�:

• Water evaporation systems: evaporative cooling and inlet
fogging; and

• Direct heat transfer systems: by direct mechanical chilling,
direct adsorption chilling, and indirect mechanical chilling
through cool thermal storage.

In water evaporation systems, a certain amount of demineral-

ized water is mixed with air and starts to evaporate, decreasing the
stream temperature. With such a technology, ambient wet bulb
temperature is the minimum achievable temperature. Better per-
formances are assured by direct heat transfer systems based on a
chiller, to lower inlet gas turbine air temperature. The lower ob-
tainable temperature now only depends on heat exchange surface
and coolant temperature �for water typically 4°C�.

The DOE carried out a detailed analysis �6� of different inlet
cooling systems applied to gas turbine based power plants. With
economical assumptions valid for the United States market, the
best solution was found to be inlet air cooling by mechanical
chilling coupled with cool thermal storage. A similar work �7�
applied to the Spanish scenario showed how different design cri-
teria, ambient conditions, and economical assumptions may arrive
at a different result. In this case a small-size direct cooling system
performed better than thermal storage.

Cool thermal storage, in addition to standard direct cooling sys-
tem components, requires a tank; as cooling media, both chilled
water and ice are commonly used. If water is chosen, the amount
of stored energy depends on the difference between the warm
water coming from the air coils and the cold water produced by
the chillers. Among the different technologies available to keep
separate warm and cold water, the most used is stratified chilled
water storage. Such an application is simple and, compared to
standard cooling systems, does not require any extra component
but the storage tank. However, a huge volume is necessary for the
tank, especially if the difference in temperature between chilled
water and return water is small. Stratified chilled water systems
applied to combined cycle power plants have been analyzed in a
previous work �8�; in this paper their performances will be com-
pared with the ice harvester storage system. To store cool energy,
this second option uses the ice latent heat of fusion which is stored
in a tank in two phase equilibrium with liquid water. Ice harvest-
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ers produce ice on the external surface of an evaporator; when a
certain thickness is reached, ice is harvested by heating the evapo-
rator and leaving the sheets of ice falling by gravity into the stor-
age tank. The heat required by the harvesting process is generally
provided by the hot refrigerant gas taken from the chiller com-
pressor. An ice harvester system applied to a simple cycle power
plant has been described by Al Bassam and Al Said �9�: in Saudi
Arabia, thanks to the favorable climatic conditions, power output
increment exceeded 25%. A wider analysis on the potential of
other inlet cooling technologies applied to a power plant located
in the same environment has been done by Alhazmy et al. �10�. A
comparison between the ice harvester and stratified chilled water
for power plants located in Iran was carried out by Ameri et al.
�11�. They found that in such a condition the larger power output
increase, given by ice thermal storage, was not enough to com-
pensate for the highest capital cost. Another work by Zurigat et al.
�12� applied to the Oman scenario concluded that, for a thermal
storage system applied to a simple cycle gas turbine, economical
results are generally negative. This review of previous investiga-
tions has proven that profitability of inlet air cooling systems ap-
plied to gas turbine power plants is strongly dependent on design
parameters, as well as on climatic and economical conditions. The
present paper reports a comparison of the results obtained for a
chilled water stratified storage system �CW� and that of an ice
harvester. The simulation code, already presented in �8�, has been
implemented with the ice harvester �IH� model. This code first
provides the automatic design of the inlet cooling system, by de-
fining size and performance of all relevant components; then it
carries out the simulation throughout the year of the whole plant
�i.e., the combined cycle and the cooling system�. The code also
provides the profitability of such an investment; this is made
through the calculation of the revenue on the basis of a year due to
the extra power production, and the estimation of the capital cost
of the inlet cooling system.

Reference Power Plant and Inlet Air Cooling System
Layout

A 127 MW combined cycle power plant is used as a reference.
It is based on two Siemens SGT-800 gas turbines and a two pres-
sure level bottoming steam cycle �Fig. 1�. The cycle is rated with
an efficiency of 54% and it is built in a 2�1 configuration with
each gas turbine equipped with its own heat recovery steam gen-
erator �HRSG�. Reference plant relevant performance data and
operating conditions are reported in Table 1. Several air cooling
system configurations can be applied to cool inlet air flow in a

combined cycle. The one considered for the present analysis �Fig.
2� is based on centrifugal compressor chillers driven by ac motors,
operating during the off-peak hours to accumulate coolant capac-
ity into the storage system. Two different storage systems have
been considered: the first one based on a stratified chilled water
tank and the second one on an ice harvester system with the ice
maker installed above the chilled water tank. In the last case the
chillers shall operate with much lower temperatures at the evapo-
rator, as they have to be coupled with the ice harvester machines.
Hence, chillers coefficient of performance �COP� �defined as the
ratio of the useful cooling energy to the electric energy input to
the compressor� for ice making will be smaller than for the pre-
vious case. For an ambient wet bulb temperature of 19.5°C, the
COP for the cw system is rated at 5.5, while for ice making it
decreases to 4. In both configurations, when the inlet cooling sys-
tem is turned on, the chilled water is pumped into a battery of
cross flow heat exchangers installed in the inlet casing just up-
stream the compressor inlet. Water design inlet temperature is
4°C �as required by thermal stratification� for CW; it is around
1°C for IH. A limit value of 10°C for the coils air exit tempera-
ture has been assumed in the heat exchangers design. The water to
cooled air stream pinch-point has been set to 2°C for both solu-
tions. Chillers have been supposed to be cooled by evaporative
towers, so their performance will be partially affected by ambient
conditions.

Simulation Code
A MATLAB computer code has been developed to model and

analyze the performance of the whole plant �i.e., the combined
cycle and the inlet air cooling system� for any possible operating
conditions. A detailed description of the code has already been
presented in �8�. For this analysis the code has been implemented
in order to also simulate IH based inlet air cooling systems. The
structure of the program is presented in Fig. 3.

Inlet Cooling System Design. The first step is the automatic
design of the inlet air cooling system through the definition of all
components, depending on the gas turbine model provided and
power plant location. For the heat exchanger, frontal area, sur-
faces, ranks, fins typology, and position are automatically deter-
mined on the basis of the assumed temperature values for air
cooling in the most severe ambient conditions occurring in the
site. Storage tank volume is selected by considering the cooling
demand during on-peak hours, while chiller is sized in order to
restore the stored energy completely during off-peak hours. Opti-
mization routines have been used whenever different design op-
tions were possible to satisfy imposed design conditions. An ex-
ample may be given by storage tank design: while its volume
depends on the cooling demand, its size proportions are automati-

Table 1 Combined cycle specifications

CC performances in ISO conditions

GT power 2�43 MW
GT efficiency 36%
GT compression ratio 19:1
Exhaust gas temp. 540°C
ST power 41 MW
HP steam mass flow 31.2 kg /s
HP steam temperature 520°C
HP steam pressure 80 bar
LP steam mass flow 7.4 kg /s
LP steam temperature 220°C
LP steam pressure 7.7 bar
Condensing pressure 0.06 bar
CC power 127 MW
Gas consumption 235 MW t
CC efficiency 54%

Fig. 1 Layout of the 130 MW reference CC
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cally chosen in order to minimize construction costs. The final
choice of heat exchanger layout is performed by minimizing not
only its cost, but also the inlet pressure losses to gas turbine.
During the design procedure, the user may decide to undersize the
cooling storage in order to limit installation costs.

Combined Cycle Performance Data Base. To carry out the
simulation of the whole plant throughout the year on a 1 h basis,
a detailed data base of combined cycle performance for all pos-
sible operating conditions has to be carried out previously and
included in the code. Climatic data occurring in the site over
1 year �see data of Figs. 4 and 5� and inlet air conditions provided
by the cooling system �air temperature, humidity, and inlet pres-
sure losses due to air coils� have been considered. Such a data
base was obtained by using a power plant simulation software
�THERMOFLEX� tuned with performance data provided by the
manufacturer.

Plant Control Strategy. During night hours �i.e., when the
electricity price is low� chillers will be supposed to charge the
storage system. An air cooling system will instead be operated
during the hottest hours of the following day up to complete con-

sumption of stored cooling capacity. Therefore a control strategy
�i.e., turn on/off timing of both chillers and cooling air system�
has to be defined before starting the simulation.

Through user interface, plant design and control data, like lo-
cation site, climatic conditions, control strategies, and economical
assumptions �electric energy prices and capital costs� will be
given. In order to show the relevance of different climates on the
results, two different sites, located in northern and southern Italy,
respectively, have been considered in the present study. All the
historical daily climatic data for the period 1994–2003 are avail-
able from NOAA �13�. Starting from this information, a method
�14� to extrapolate hourly temperature and humidity from daily
data was applied. In such a way it was possible to derive a typical
year for each location site �Figs. 4 and 5�.

Plant Simulation. When all input data have been defined, the
code performs a 1 year simulation of the whole plant, determining
for each hour the operating conditions of both combined cycle and
inlet air cooling system. If, in a single day, the storage tank could
not accomplish the requirements of cooling, an optimization is
carried out. This consists of the modification of the control strat-
egy, by reducing the number of operational hours or the inlet air
temperature �by modifying the cold water flow rate� with the ob-
jective of maximizing the income of the day. At the end of the
simulation, all relevant parameters are available for every hour of
every day of the year. So, day by day the code computes the larger
amount of electric energy produced by the combined cycle with
the inlet air cooling system, the related natural gas consumption
increase, and the chillers energy consumption during night time.
By assuming an energy price corresponding to the value �Fig. 6�
occurred in the Italian market between April 1, 2004 and March
31, 2005 �Unique National Price of the Italian Electric Power
Exchange �1,2��, the code also provides the net year revenue pro-
duced by the inlet air cooling system. A natural gas cost of
0.18 € /Sm3 and operating and maintenance �O&M� expenses
equal to 1.5% of the total installation cost have been assumed.
Capital costs have also been estimated on the basis of data found
in the literature �15� or directly provided by cooling system manu-
facturers �16�. From these data, assuming the investment over
15 years against a discount rate of 6%, with an availability of the
power plant of 8000 h /year, indicators of profitability like pay-
back time, net present value of the investment �NPV�, and internal
rate of return are determined.

Thermodynamic Results
The first step of this investigation was to obtain the estimation

of energetic performances induced by IH and CW systems. Some
of the assumptions used for the sizing process for different plant
locations and thermal storage technologies are resumed in Table 2.

Fig. 2 Layout considered for cool thermal storage inlet air
cooling system

Fig. 3 Simulation program structure Fig. 4 Ambient temperature for a typical year in Northern Italy
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As design inlet air temperature and water return temperature are
the same for all cases, considered total heat exchange area re-
sulted in being wider for air coils applied to stratified CW systems
�Table 3�. As a consequence, total pressure losses on the air side
are slightly larger for CW, if compared to IH. Cooling systems
have been sized in order to guarantee, during the hottest day of the
year, 50% of the cooling demand.

The main features of storage tank and chiller for all the cases
considered are reported in Table 4. It is important to emphasize
that thermal storage capacity is estimated “a priori” by only con-
sidering design condition operations. As one can note, the storage
volume in the case of CW is more than ten times larger than for
IH. Plant location climate is shown to have a significant influence
on size and performances of all cooling system components.

Figures 7 and 8 show the actual values of gas turbine inlet air
temperature for CW during plant operation on four typical days.
Figures 9 and 10 report the corresponding power output augmen-
tations.

As shown in the figures, the inlet air cooling temperature is
different for each day, depending on ambient temperature and
cooling system capacity. An optimization routine indeed provides
the hourly inlet air temperature control that maximizes daily rev-
enues. Typically, during the hottest days, a slight increment of
inlet air temperature may allow the inlet air cooling system to
remain operational all along the peak period. In contrast, if a
lower inlet air temperature would have been chosen, thermal stor-
age would have been ended before the time and inlet cooling
should have been turned off. Figure 11 shows the ice storage level
during the same typical days. One should note that during most of
the summer days cold energy is completely consumed. This is due
to the design assumption that thermal storage could guarantee
only 50% of maximum cooling demand: value that is generally
lower than cooling energy required during summer. When stored
ice is completely exhausted, it is still possible to use the sensible
heat capacity of cooled water contained in the tank: since ice is no
longer present, thermal storage average temperature is going to
increase dramatically. As a consequence air coils, designed to
work with an inlet cooling water temperature of 1°C, are no
longer able to maintain compressor inlet air temperature at the
design value. Figure 12 shows this behavior.

In the attempt to compensate the air temperature rise, the cold
water mass flow rate to air coils is increased up to the maximum
value.

Figure 13 presents the chilled water level for Case 1. As should
be noted, during summer days, about 80% of total stored chilled
water is consumed. This value of effectiveness is typical of strati-
fied chilled water systems, where useful thermal stored energy is

never bigger than 80–90% of the total. Thus, similarly to IH,
stored cooling energy is consumed completely because the tank
size only guarantees 50% of maximum demand.

Figure 14 shows the power output augmentation due to inlet air
temperature reduction, for all the year hours when the air cooling
system is on. The power value is net, i.e., after deductions for
auxiliaries and inlet losses due to air coils. The negative values
refer to off-peak hours when chillers are operating to recharge the
thermal storage; they also include the gas turbine power reduction
due to the presence of air coils. One can see that power augmen-
tation for CW at high ambient temperatures reaches 10–12 MW,
roughly corresponding to 8–9% of the combined cycle power at
ISO conditions; during night time, power decrease is never larger
than 1.2 MW.

In order to evaluate how efficiently peak energy is produced by
this system, a marginal electric efficiency parameter is introduced

Table 2 Design data for different simulation cases

Combined cycle
Location

Design data

Siemens SGT-800

Northern Italy Southern Italy

Storage technology CW IH CW IH
Comp. inlet air temp. �°C� 10 10 10 10
Chilled water temp. �°C� 4 1 4 1
Storage water return temp 8 8 8 8
Operational hours 9 9 9 9
Storage tank sizing �%� 50 50 50 50
Simulation case 1 2 3 4

Table 3 Air coils data

Simulation case

Air coils

1 2 3 4

Number of batteries 12 18 12 18
Number of ranks 8 6 8 8
Single battery size �m� 3.68*2.04 2.98*1.68 3.61*2.04 2.92*1.68
Front area �m2� 90.09 90.12 88.37 88.30
Heat exch. area �m2� 13,853 10,390 13,603 10,764
Head losses �Pa� 129 100 129 102

Fig. 5 Ambient temperature for a typical year in Southern Italy
„Sicily…

Fig. 6 Average unique national price
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�MARG,CC =
�PCC

�QCC
�1�

where �PCC is the net power output augmentation and �QCC is
the extra fuel input. �MARG,CC is an important parameter as it
gives, for every peak hour, the reference marginal cost of gener-
ated peak energy by means of inlet air cooling. Thus it is possible
to compare �MARG,CC with the average efficiency of other typical

solutions for generating peak energy �inlet fogging, supplemen-
tary firing, simple-cycle gas turbines, etc.�.

Figure 15 shows the marginal electric efficiency for Case 1, as
a function of ambient temperature. The following remarks can be
made:

1. When ambient temperature is low, power output increment
is small and efficiency is penalized by power losses due to
air coils and auxiliaries. As a consequence, the net benefit in
terms of overproduction of electric energy is obtained with a
low overall efficiency, i.e., about 40–45%; and

2. For higher ambient temperatures, �MARG,CC increases con-
siderably, approaching values not far from the combined
cycle net electric efficiency at ISO condition, i.e., 54%.

Gross electric energy overproduction all over the year is shown
in Fig. 16, for all reference cases. From the presented results, the
following features can be drawn:

1. Inlet air cooling system is operational all along the year only
for southern Italy site �Cases 3 and 4�;

2. Maximum power is obtained in July for the northern Italy

Table 4 Cooling system data

Simulation case

Storage tank

1 2 3 4

Storage volume �m3� 9500 840 13,000 1135
Design storage capacity �kWh� 38,900 38,900 52,600 52,600

Cooling system

Chiller capacity �MWf� 4200 3450 5800 4750
Chiller size �MWe� 820 920 1220 1360
Chiller average COP 5.12 3.75 4.75 3.49
Evaporative towers size �MWf� 5050 4350 7000 6150

Fig. 7 Inlet air cooling temperature—Case 1

Fig. 8 Inlet air cooling temperature—Case 3

Fig. 9 CC power output—Case 1

Fig. 10 CC power output—Case 3
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site �Cases 1 and 2� while in August �Cases 3 and 4� for the
southern Italy site. Generally, the gap between these two
sites is around 0.5–1 GWh /month.

3. CW generally performs better in the summer time, because
the increase in inlet air temperature value implies a larger
availability of cooling storing capacity per unit volume, due
to the increase in temperature difference across the tank. The
rise of cooling energy availability allows the increase of
gross electric energy overproduction. On the contrary IH
storing capacity per unit volume remains almost constant;
and

4. IH performs better than CW during the winter and middle
seasons, when the inlet cooling system is working at design
inlet temperature �10°C� or is not operational, because of
smaller head losses due to air coils.

Auxiliaries’ consumptions are presented in Fig. 17. A similar
seasonal trend to the gross electric energy overproduction can be
noticed. Most of the auxiliaries depend on chiller electric energy
requirements:

1. The southern Italy hotter climate affects chiller consump-

tions because cooling demand is higher and because chillers
COP is lower. When wet-bulb temperature is higher, cooling
evaporative towers efficiency is reduced, and consequently
chiller condenser temperature rises driving a reduction of the
overall COP; and

2. Chillers applied to CW perform more efficiently as evapo-
rator temperature is higher, thus night time consumption of
such a technology is lower than that of IH by about 22–23%.

In Table 5 the thermodynamic performances, averaged all over
the year, are finally resumed, together with the chiller system total
operational hours. The most significant parameters are reported in
order to evaluate not only power augmentation and energy over-
production, but also the efficiency at which this energy is gener-
ated. �MARG,GROSS and �MARG,NET are calculated as the ratio be-
tween gross and net electric energy overproduction, respectively,
and the fuel extra consumptions. From the results obtained it is
possible to infer that:

1. Hotter climatic conditions give the opportunity to keep IC
system operational for a different amount of hours: in south-
ern Italy it remains in use all along the year, while in north-
ern Italy does not;

2. Maximum and average power output augmentations during

Fig. 11 Ice stored into the tank—Case 2

Fig. 12 Inlet air cooling temperature—Case 2

Fig. 13 Chilled water stored into the tank—Case 1

Fig. 14 Net power output augmentation—Case 1
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peak hours are also different: larger values are obtained in
southern Italy with a maximum of 10.3% for Case 3; the
best average value is 4.54 MW for Case 4;

3. Gross electric energy overproduction is slightly larger for
IH, even if net overproduction is larger for CW in both the
sites considered because of auxiliaries;

4. Marginal efficiency of gross energy overproduction is
around 47% for all reference cases: as already noted, this is
generally better than the average efficiency of other tech-
nologies. As an example, if peak energy is produced with a
simple-cycle gas turbine it would present an efficiency of
36–40% depending on the model, while supplementary fir-
ing would operate with efficiency at around 27%; and

5. If energy consumed by auxiliaries overnight is considered,
the net marginal efficiency decreases to 36% for IH and to
39% for CW. However, it has to be taken into account that
peak energy is generated in day hours with an efficiency of
47% �with a lower marginal cost�, while the 8–10% penalty
for auxiliaries is due to energy consumed by night, i.e., when
electric energy has a lower value.

Economic Results
Economic evaluations of the investment have been investigated

by using a data base of capital costs of the main items. Every
component of the inlet air cooling system cost has been related to

a certain number of physical parameters by using correlations
found in the literature �15� or provided by manufacturers �16�. As
an example, estimated installation cost of a CW storage tank is
reported in Fig. 18 as a function of its volume. Different soil
occupation costs have been considered in this evaluation because
required terrain may be of property or not. As a reference a cost of
100 € /m2 was estimated and included in the storage tank cost.

Economic results given by the investment for all reference
cases are summarized in Table 6. For the CW system, about 50%
of the total capital cost depends on the storage tank: this happens
because of the huge volume required. In contrast, the IH storage
tank costs seven times less, but expensive ice generators are
needed together with special chillers, generally more expensive
than standard models. The selection of 10°C for the design inlet
air temperature plays against CW systems: these become cheaper
as far as inlet air temperature is increased and, therefore, tank
storing capacity per unit volume increases. In such a way storage
tank volume can be reduced and, consequently, its installation
cost. Both solutions perform similarly in terms of cash flows; a net
positive annual revenue of about 220 € for northern Italy and of
370 € for southern Italy have been found. This difference is ex-
plained only by the site climate that is obviously more favorable
for Cases 3 and 4. Also total capital cost is influenced by plant
location, but even if a plant located in southern Italy would cost
about 30% more than in northern Italy, it would generate an an-
nual cash flow that is 70% greater. As expected, profitability in-
dexes are more dependent on site location than on adopted inlet
cooling technology: to install an IC system in southern Italy gives
a NPV �at 15 years� of 1.7–1.8 M€ with a payback time that is
only 6 years.

Table 5 Thermodynamic performances

Simulation case

Thermodynamic performances

1 2 3 4

Total operation hours 2100 2100 3300 3300
Max �PCC �MW� 11.3 10.6 13.1 12.2
Max �PCC �%� 8.9 8.3 10.3 9.6
Average �PCC �MW� 4.1 4.1 4.48 4.54
Average �PCC �%� 3.2 3..2 3.5 3.6
�EGROSS �GWh� 8.6 8.6 14.8 15
�EAUX �GWh� 1.4 1.9 2.8 3.7
�ENET �GWh� 7.2 6.7 12 11.3
�QTOT �GWh� 18.35 18.19 31.2 31.3
�MARG,GROSS �%� 46.9 46.9 47.4 47.9
�MARG,NET �%� 39.2 36.8 38.5 36.1

Fig. 15 Marginal net electric efficiency—Case 1

Fig. 16 Gross electric energy overproduction

Fig. 17 Auxiliaries’ energy consumptions
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Parametric Analysis
As design choices heavily influence investment profitability, a

parametric analysis, by varying thermal storage size, has been
carried out. The total cooling energy that can be stored and used
daily is directly influenced by tank volume reduction or increase.
This choice determines the characteristics of main components
like chillers, ice generators, and evaporative towers. It also influ-
ences the annual revenues, because extra production of electricity
is someway proportional to total consumed cooling energy. There-
fore thermal storage volume size has been varied for all reference
cases and the consequent variation of both thermodynamic and
economical performances have been analyzed. Figure 19 shows in
a logarithmic scale the relationship between gross electric energy
overproduction and storage volume; reference cases have been
highlighted on every line with a black mark.

An increment of thermal storage size allows for a bigger energy
production, but one can note that the first derivative of such a
function is negative, thus a continued growth of tank volume is
going to give less benefits in terms of electric energy production.
Especially for CW, when a volume about 4000–6000 m3 is
reached, the energy overproduction increases slightly. This result
may be translated in terms of profitability: Figure 20 reports the
investment payback time as a function of thermal storage size.
Reference cases were not optimized: by carefully sizing the IC
system PBT may decrease from 7–8 years to 5, for northern Italy,
and from 5–6 years to 3.5 for southern Italy.

Figure 21 shows net present value NPV at 15 years as a func-
tion of total capital cost of the investment for all the reference
cases. Maximum NPV is obtained for both location sites using
CW technology: by reducing IC size and, therefore, installation
cost, it is possible to achieve an NPV of 2.5 M€ for southern Italy
and of 1.2 M€ for northern Italy. If these values are compared
with reference cases, a 75% improvement for southern Italy and a
42% one for northern Italy become possible. Such an approach
may be repeated even for many other design parameters �like, for
example, design inlet air temperature� and control strategies, with
the objective to further increase profitability of the investment.
This goal could be obtained if a multivariable optimization proce-
dure would be applied. This approach would lead to automatically
size all the relevant design parameters in order to get the best
economical results. This kind of investigation will be carried out
in the future.

Conclusions
Two different cool thermal storage technologies, applied to air

inlet cooling of combined cycle power plant, have been analyzed
and compared for two sites located, respectively, in northern and
southern Italy. An in-house code previously developed was ex-
tended and adapted in order to also simulate the ice harvester. By
using the same design parameters and climatic data both CW and
IH guaranteed roughly the same amount of power augmentation
and gross energy overproduction. Only parasitic loads, during off-
peak hours are different: the average COP of IH is considerably
smaller than CW, thus energy consumptions due to chillers will be
higher. Marginal efficiency of peak energy overproduced is simi-
lar for all reference cases and it is better than typical values of
other peaking technologies. Climatic conditions of site locations
proved to be more influent: thus, in southern Italy it is possible to
obtain almost double the gross electric energy overproduction as
in northern Italy. The economy of the inlet cooling system
strongly depends on design parameters: in reference cases IH

Table 6 Economic parameters of the investment

Simulation case

Capital costs

1 2 3 4

Air coils �k€� 261 239 281 303
Storage tank �k€� 774 107 1023 134
Chillers �k€� 278 317 382 439
Ice generators �k€� 0 411 0 569
Cooling towers �k€� 79 75 108 102
Piping �k€� 38 32 41 35
Pumps �k€� 60 59 63 61
Electric auxiliaries �k€� 43 35 59 49
TOT �k€� 1533 1275 1957 1692
Cost per incremental kW �€/kW� 136 120 149 138

Cash flows

Extra production of electricity �k€� 594 571 999 965
Extra consumption of fuel �k€� −344 −340 −584 −586
O&M costs �k€� −23 −19 −29 −25
TOT �k€� 227 212 386 354

Profitability

NPV 15 �k€� 680 780 1796 1743
IRR 15 �%� 12.3 14.4 18.2 19.5
PBT �years� 8.87 7.70 6.22 5.80

Fig. 18 Storage tank cost as a function of its volume
Fig. 19 Gross electric energy overproduction as a function of
thermal storage volume
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proved to be cheaper in terms of installation costs and slightly
better in terms of profitability of the investment. A sensitivity
analysis showed that, by optimizing the thermal storage size, bet-
ter results with CW technology can be achieved. Southern Italy
locations, if compared to northern Italy, are particularly advanta-
geous for inlet air cooling adoption; net present value of the in-
vestment is almost double and payback time may be reduced to
3 years, with an appropriate sizing of CW storage.

Nomenclature
CC � combined cycle

CW � stratified chilled water
GT � gas turbine
HP � high pressure
IH � ice harvester
IC � inlet cooling
LP � low pressure
ST � steam turbine

�EAUX � tearly electric energy consumed by inlet
cooling

�EGROSS � yearly gross electric energy overproduced
�ENET � yearly net electric energy overproduced

�MARG,CC � marginal electric efficiency
�MARG,GROSS � average gross marginal electric efficiency

�MARG,NET � Average net marginal electric efficiency
�PCC � power output augmentation
�QCC � fuel extra consumptions

�QTOT � yearly extra consumptions of fuel thermal
energy
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Feasibility Study of an
Intercooled-Cycle Marine Gas
Turbine
From the perspective of an overall entity we analyzed the performance obtainable from
the adoption of an intercooled-cycle gas turbine under different typical cycle parameters
of a gas turbine. On this basis, a study was conducted of the conversion of a high-power
simple-cycle marine gas turbine (MGT-33) into a type of intercooled-cycle marine gas
turbine. The precondition of the conversion is to keep the flow path and the majority of
the structure of the original engine gas generator unchanged in order to inherit the
reliability of the prototype machine. The results of the study indicate that after the adop-
tion of an intercooled cycle under the precondition of performing minimum structure
modifications and maintaining the compactness of the engine as a whole, there is still a
significant enhancement of the gas turbine overall performance with its power output and
efficiency being increased by about 34% and 4.1%, respectively, demonstrating the merits
of the engineering conversion under discussion. �DOI: 10.1115/1.2799526�

Foreword
Beginning in the late 1980s and with the continually rising

demand of main propulsion plants for surface naval vessels by
navies around the world, high-power marine gas turbines �above
25 MW� have become the main current of development for the
navies of various countries. For details, see Table 1.

Figure 1 shows the development tendency of high-power ma-
rine gas turbine performance for the last 15 years. With a gradual
increase in single-machine capacity, the maximum power is cur-
rently about 36 MW �50,000 hp at ISO conditions�. There is also
a gradual enhancement in efficiency with the efficiency of a
simple cycle attaining 40% and that of a complex cycle 42%.

It is generally recognized that marine gas turbines of
30–36 MW �40,000–50,000 hp� can meet the main propulsion
plant requirements of high-power gas turbines for large- and
medium-sized surface vessels by the navies of various countries in
the forthcoming 10–15 years.

There are two approaches for enhancing the performance of
marine gas turbines: �1� On the basis of a traditional simple cycle
by increasing the pressure ratio and turbine inlet temperature and
by improving component efficiency, it is possible to attain the
desired new aim. In this connection, LM2500+ can serve as a
representative engine; �2� by employing a complex cycle and
through the introduction of cycle improvements, a higher perfor-
mance can be realized. In this case, WR-21 engine with the use of
a complex cycle featuring intercooling and recuperation can be
cited as a representative machine.

On the basis of an existing engine with its core components
remaining maximally unchanged, the authors have explored the
possibility of developing a high-power marine gas turbine through
the use of only a relatively simple intercooled cycle �IC�.

Intercooled Cycle Analysis
First, the relationship between the performance of an

intercooled-cycle gas turbine and main cycle parameters is to be
quantitatively examined. The engine is composed of a dual-shaft

gas generator �including an intercooler� and a power turbine �see
Fig. 2�. The assumed component performance parameters are
listed in Table 2.

Under the condition of different total pressure ratios �PR
=12:42�, different turbine inlet temperatures �TIT
=1100–1400°C� and different intercooler efficiencies ��
=0–0.85� �2� the calculation results for engine overall perfor-
mance are shown, respectively, in Figs. 3–6.

Given below are the results of a simple analysis of an inter-
cooled cycle. When a practical study is conducted of an existing
engine involving its development to form a prototype engine of
intercooled cycle gas turbine, one can discover some factors fa-
vorable to the enhancement of efficiency. Such factors include a
moderate increase of turbine inlet temperature, an increase in
working point efficiency of some components, and the changes in
corrected speed of some components after their renewed match-
ing, etc. The following makes it possible to realize a simultaneous
enhancement of engine power and engine cycle efficiency:

�1� From Fig. 3, one can perceive the impact of adopting inter-
cooling on engine efficiency. Under the parameters of mod-
ern marine gas turbines �turbine inlet temperature at about
1300°C, pressure ratio 20:25�, the use of intecooling has
very little influence on engine cycle efficiency. Moreover,
with an increase in intercooler efficiency, there will be a
slight decrease in cycle efficiency. This is because with the
use of intercooling though the power consumption of the
compressor being reduced and effective power output in-
creased, there is a reduction in compressor outlet tempera-
ture. To make the gas achieve the predetermined turbine
inlet temperature, one has to consume more fuel. Only un-
der the condition of a high-pressure ratio will the impact of
a compressor power consumption decrease surpass the in-
fluence of fuel increase caused by the introduction of inter-
cooling. In this case, its efficiency will be higher than that
of a simple cycle.

�2� Figure 4 shows the impact of intercooling on engine spe-
cific work. It is obvious that the use of intercooling will
lead to a significant increase in gas turbine specific work.
The greater the intercooler efficiency, the greater the spe-
cific work. In the meantime, the pressure ratio value corre-
sponding to a maximum specific work also increases dra-
matically. Under the parameters of modern marine gas
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turbines, the specific work after the use of intercooling can
be increased by 22–30%.

�3� Figure 5 shows the superimposition of the overall perfor-
mance curves of a simple cycle and an intercooled one. It
can be seen clearly that after the use of intercooling, both
the pressure ratio value corresponding to a maximum spe-
cific work or that corresponding to an optimum efficiency
have all increased very significantly.

�4� Figure 6 shows the impact of intercooling on compressor
outlet temperature. This signifies that the temperature of the
cooling air entering the high temperature turbine blades has
decreased. When the metal surface temperature of the high
temperature turbine blades is kept unchanged, it is allowed
to moderately enhance the turbine inlet temperature. In ad-
dition, when the compressor corrected speed remains un-
changed, the physical speed of the high pressure rotor will
markedly decrease, thereby significantly reducing its work-
ing stress.

�5� To sum up, under the parameters of modern marine gas
turbines, the use of intercooling can significantly enhance
specific work and increase the power output of the engine.
The higher the intercooler efficiency, the greater the effec-
tive power output. The use of intercooling exercises a rela-
tively weak influence on cycle efficiency. The greater the

intercooler efficiency, the lower the cycle efficiency. How-
ever, in general, the margin of efficiency change is rela-
tively small.

Some Specific Cases of Intercooled Cycle Schemes
It is determined to perform a study by selecting a certain model

of engine �MGT-33� to serve as a prototype engine and develop it
to form an IC cycle. The aim of the study is to determine the
technical feasibility of the selected scheme. For the main perfor-
mance of simple cycle gas turbine MGT-33, see Table 3.

The main principles governing the development of gas turbine
MGT-33 to CGT-IC cycle gas turbine can be given as follows:

�1� At ISO conditions, CGT-IC has the same turbine inlet tem-
perature as the prototype engine or an increase of the inlet
temperature not exceeding 30°C;

�2� At ISO conditions, the corrected speed of the CGT-IC low-
pressure compressor is the same as that of the prototype
engine;

�3� Adopt to a maximum degree the flow path of the gas gen-
erator of the prototype engine;

�4� The cooling structure of the high- and low-pressure turbine
blades and also the high-pressure turbine rotating blades
will remain unchanged;

�5� Inherit to a maximum degree the reliability of the prototype
engine components.

The implementation of the above-mentioned principles has pro-
vided the basic preconditions for enhancing the power output and
cycle efficiency of the engine after its modification. Moreover,
under the precondition of making minimum changes to the struc-
ture of the gas generator of the prototype engine and by taking

Table 1 General situation of the development of high-power marine gas turbines„up to the
year of 2005… †1‡

Model LM2500 FT8 UGT-25000 WR-21 LM2500+ MT-30

First year available 1969 1990 1993 1997 1998 2001
ISO MAX�hp� 33,600 36,860 42,400 33,850 40,500 48,275

Cycle efficiency 0.372 0.389 0.381 0.421 0.391 0.398
SFC�kg/kW hr� 0.227 0.217 0.221 0.200 0.215 0.212
Pressure ratio 19.3 18.8 21 16.2 22.2 24

Flow�kg/s� 70.4 83.3 87.6 73.1 85.8 116.7
Manufacturer GE P&W Zorya-Mashproekt R.R GE R.R

Fig. 1 Trend of the change in power output and efficiency of
high-power marine gas turbines

Fig. 2 IC cycle schematic drawing

Table 2 Calculation condition

Parameter Unit Value

P0
bar 1.013

T0
°C 15

Tcool
°C 20

�Pin mm H2O 100
�Pex mm H2O 400
PRLPC /PRHPC

1
�LPC

0.88
�HPC

0.90
�CC

0.99
�HPT

a 0.87
�LPT

a 0.89
�PT

0.92
�IC

0.05
�CC

0.05
�ID

0.01
LHV kJ/kg 42700

aWith 1200°C serving as a benchmark, an increase �or decrease� of turbine inlet
temperature by every 100°C will lead to a decrease �or increase� in turbine efficiency
by 1.25%.
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advantage of the maximum versatility of the flow path, the inher-
ent high reliability can be readily taken over in its entirety.

For the cycle performance after optimization calculations, see
Table 4. For the schematic drawings of MGT-33 and CGT-IC, see
Fig. 7.

The technical highlights of the scheme �in our case, Scheme II�
can be given as follows:

�1� Compressor. From the low-pressure compressor, the last
two stages are to be removed with the new last stage guide
vanes and straightening blades being designed anew. This
enables the working points of the low-pressure compressor

after stage removal and under the condition of keeping the
reduced flow rate and speed unchanged to have the outlet
pressure lowered and to balance the influence of the de-
crease of a reduced flow rate at the high-pressure compres-
sor inlet caused by the use of intercooling. The pressure
ratio of the low-pressure compressor after adjustments will
be reduced by 19.1% and the efficiency enhanced by
1.82%. With the high-pressure compressor being kept un-
changed, the corrected speed after a matching process will
be enhanced by 6.2%, physical speed decreased by 11.5%,

Fig. 3 Impact of intercooling on engine efficiency
Fig. 4 Impact of intercooling on engine specific work
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pressure ratio increased by 20.5%, and efficiency decreased
by 1.4%.

�2� Intercooler. The intercooler is a key component for raising
power output by a large margin. The insertion of an inter-
cooler between two compressors enables air to be pre-
cooled before entering the high pressure compressor,
thereby decreasing the power consumption of the high-
pressure compressor and effectively enhancing the power
output of the engine. To realize an intercooler with high
compactness and low flow resistance, a modularized struc-
ture has been adopted. With an intercooler efficiency of
0.85, the total pressure loss coefficient of the intercooler is
0.05.

�3� High and low-pressure turbine. Owing to the specific fea-
tures of the prototype engine, such as a relatively high tur-
bine inlet temperature, a complicated blade cooling struc-
ture of the high- and low-pressure turbine, the cooling
structure of rotating blades of the high- and low-pressure
turbine have been kept unchanged in order to lower the
technical risk to a minimum. After a matching process, the
expansion ratio of the high-pressure turbine has been re-
duced greatly by the power consumption decrease of high-
pressure compressor, but the efficiency of the high-pressure
turbine decreases by 1.8% for the increase of the stage
loading coefficient. The removal of the last two stages of
the low-pressure compressor has led to a reduction of the
expansion ratio of the low-pressure turbine by 16.3%, with
its efficiency increased by 0.9%. Moreover, owing to the
decrease of the high-pressure turbine expansion ratio and
the increase of turbine inlet temperature, the temperature of
the gas entering the low-pressure turbine has increased by
5.7%. Due to a significant decrease in the temperature of
the cooling air entering the high- and low-pressure turbine
blades, the metallic surface temperature of the blades will
not exceed the corresponding temperature of the prototype
engine. Moreover, the lowering of the physical speed of the
high-pressure rotor has led to a decrease in centrifugal
force by 21.7%, but the increase of thermal stresses in
blades should be taken into account.

�4� Power turbine. The use of intercooling and the removal of
the last two stages from the low-pressure compressor have
resulted in the decrease of power consumption by the high-
and low-pressure compressor, an increase in power turbine
inlet temperature by 9.2%, an enhancement of expansion
ratio by 36.2%, a significant increase in power turbine
power output, and a need to design the power turbine anew.

Table 3 Gas turbine MGT-33 performance at ISO conditions

Ser. Number Parameter Symbol Unit

1 Power Ne kW 28,500
2 Cycle

efficiency
�e % 37

3 Air flow rate Ga kg/s 90
4 Turbine inlet

temperature
TIT K 1543

5 Total pressure
ratio

PR 22.2

Table 4 Performance of gas turbine CGT-IC at ISO conditions

Ser. Number Parameter Symbol Unit Scheme I Scheme II

1 Power Ne kW 36,400 38,200
2 Cycle efficiency �e % 38.1 38.5
3 Air flow rate Ga kg/s 89.6 89.6
4 Turbine inlet temperature TIT K 1543 1572
5 Total pressure ratio PR 22.3 21.2

Fig. 5 Overall performance curves of a simple cycle and an
intercooled one

Fig. 6 Impact of intercooling on compressor outlet
temperature

Fig. 7 Schematic drawings of MGT-33 and CGT-IC
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The efficiency of the power turbine designed anew has in-
creased by 1%, leading finally to a power output increase
amounting to 34%. As the efficiency of the power turbine is
by far higher than that of the high- and low-pressure tur-
bine, a considerable portion of energy has been transferred
to a high-effective zone for expansion and doing work. This
has played a helpful role in improving the efficiency of the
engine as a whole. Hence, so far as an IC cycle is con-
cerned, it is especially important to design a high-efficiency
power turbine.

�5� Critical speed of the low-pressure rotor. Due to the neces-
sity of inserting an intercooler between the high-pressure
and low-pressure compressor of the prototype engine, it is
inevitable to cause an increase of the axial dimensions of
the low-pressure rotor, leading to a change in the critical
speed of the low-pressure rotor. One of the reasons for the
removal of the last two stages from the low-pressure com-
pressor consists of decreasing the influence of the increase
in axial dimensions of the low-pressure rotor caused by the
introduction of an intercooler, and also in controlling the
engine total length.

�6� Combustor and fuel oil system. The use of intercooling will
cause a significant decrease of the temperature of air enter-
ing a combustor, but the turbine inlet temperature will not
change. Hence, fuel consumption will increase �relative to a
simple cycle, the increase being assessed at 28.3%�. As for
fuel oil pumps, fuel oil spray nozzles, and combustor and
fuel oil regulation system there arises a need for performing
pertinent adjustments or a renewed design.

Performance Comparison
For CGT-IC gas turbine power output and oil consumption per-

formance curves, see Fig. 8. For comparison purposes, also given

are the prototype engine performance and calculated performance
for developing MGT-33 to CGT-ICR �used only for conducting
comparisons�.

The IC cycle has the highest power output. The use of simple
intercooling technology can avoid the piping pressure losses from
high-pressure compressor outlet to combustor by way of a recu-
perator, and also the piping pressure losses from power turbine
outlet to the atmosphere by way of a recuperator. These losses will
arise due to the presence of the recuperator. Because of the above
circumstances, the IC cycle occupies a more advantaged position
in enhancing gas turbine power output as compared with ICR
cycle. The reduction of pressure losses can, to a certain extent,
compensate for the loss in cycle efficiency due to the absence of
recuperation.

The ICR cycle has the highest efficiency. The use of recupera-
tion and inlet guide vane variable geometry technology for the
power turbine makes it possible for the ICR to have a relatively
high efficiency, not only at the design point, but also when oper-
ating at partial loads.

Conclusions

�1� As viewed from the analysis of ordinary cycles, the use of
an intercooling cycle can significantly increase the specific
work of gas turbines, but with respect to cycle efficiency,
the adoption of intercooling may usually bring about a
slightly negative influence.

�2� An analysis of the IC cycle modification scheme imple-
mented on a specific engine indicates that it is possible to
simultaneously enhance its power output and efficiency.
This is because there exist the following factors available
for taking advantage of:

• The physical speed of the high pressure rotor decreases
significantly. It is possible to properly adjust its corrected
speed. Its centrifugal stress also markedly decreases.

• Owing to the significant decrease of the air temperature
at the compressor outlet, under the precondition of en-
suring the blade metal surface temperature of the high
temperature turbine not higher than the stipulated value,
there is still room for realizing an increase in the turbine
inlet temperature.

• Due to the decrease of power consumption in the gas
generator, a greater portion of energy transfer is com-
pleted in the power turbine portion, which has a higher
efficiency.

• In the renewed matching process of the gas turbine, the
parameters of some components, such as efficiency, pres-
sure ratio, expansion ratio and temperature, etc. will
change in a more favorable direction.

The results of an analysis indicate that the power output has in-
creased from 28,500 kW to 38,200 kW ��Ne=34% � and the
thermal efficiency from 37% to 38.5% ���e=4.1% �. The effec-
tiveness of engine overall performance enhancement is significant.

�3� The main merits of the CGT-IC are:

�1� The changes made to the core component structure of
the prototype engine gas generator have been kept to a
minimum with the flow path characterized by its maxi-
mum versatility. As a result, the high reliability of the
prototype engine can be inherited in its entirety.

�2� Technical difficult points concerning the reliability of
such components as recuperator and power turbine ad-
justable guide vanes have been sidestepped, resulting in
a relatively simple system. All these factors can contrib-
ute to shortening development cycle, decreasing devel-
opment expenses, and also enhancing the overall perfor-
mance of the engine.

�3� The performance of the CGT-IC occupies an intermedi-

Fig. 8 Power output and SFC performance
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ate position between ICR and a simple cycle. For a de-
veloping country that lacks a fully developed aero in-
dustry, the scheme described above may be regarded as
a reliable and realistic compromise.

Nomenclature
Ga � flow rate

LHV � fuel lower heating value
Ne � power output

P � pressure
PRLPC � pressure ratio of low-pressure compressor
PRHPC � pressure ratio of high-pressure compressor

PR � total pressure ratio
T � temperature

TIT � turbine inlet temperature
SFC � specific fuel consumption

SP � specific power output
� � polytropic efficiency
� � pressure loss coefficient, �=�P / P
� � intercooler efficiency, �= �T2−T22� / �T2−Tcool�

�e � cycle efficiency
�P � pressure loss

Subscripts
in � inlet

LPC � low pressure compressor
IC � intercooler

HPC � high-pressure compressor
CC � combustion chamber

HPT � high-pressure turbine
LPT � low-pressure turbine

PT � power turbine
ID � intermediate diffuser between low-pressure

turbine and power turbine
ex � exhaust

cool � coolant
0,1,2,3… � calculation points, see Fig. 2
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Robust Strategies for Forced
Response Reduction of Bladed
Disks Based on Large Mistuning
Concept
In this paper, robust maximum forced response reduction strategies based on a “large
mistuning” concept are introduced, including both (i) random and (ii) deterministic ap-
proaches. An industrial bladed fan disk serves as an application example for a reliability
assessment of the aforementioned strategies using two well-established tools for uncer-
tainty analysis: (i) statistics and (ii) sensitivity and robustness. The feasibility and other
practical aspects of implementing large mistuning as a means of preventing excessive
forced response levels caused by random mistuning and ensuring the predictability of the
response are discussed. �DOI: 10.1115/1.2799524�

Introduction
Since the major problem surrounding mistuned bladed disks is

related to uncertainty in the blades’ forced response amplitudes,
which might lead to excessive vibration levels in one or more
blades, one of the key issues that current industry practitioners
face remains the development of efficient ways of mitigating the
hazardous forced response levels and preventing the worst-case
scenarios. Various strategies have been generated for the past
40 years to address this problem; some of which seek to establish
the most favorable mistuning patterns from the forced response
perspective. They involve the introduction of deliberate, system-
atically controlled variations in blade properties to obtain the de-
sired response characteristics, commonly referred to as “inten-
tional mistuning.” Different types of intentional mistuning
patterns have been adopted in the past, such as �i� “alternate”
mistuning, by alternating high and low frequency blades �1�; �ii�
periodic mistuning �2,3�, �iii� harmonic mistuning �4–6�, and,
most recently, �iv� linear mistuning �7,8�. The advantage of imple-
menting intentional mistuning lies in the ability to predict and
control the vibration levels at the design stage, although, as blade
properties change with time, a chosen mistuning pattern strategy
might be appropriate for a short time scale only. For this reason,
most of the above-mentioned studies identified the robustness of a
selected pattern as one of the crucial factors to be considered
when developing an intentional mistuning strategy, and this re-
sulted in the assessment of sensitivity of the selected intentional
mistuning to the additional “unintentional” random mistuning.
From the papers surveyed, it can be concluded that in the past,
researchers have exploited the effects of intentional mistuning for
relatively small blade frequency mistuning ranges, typically of the
order of �0.5% to �5%. Nevertheless, studies have shown that
there is a threshold of frequency mistuning beyond which the
maximum forced response levels off, or even drops, as the degree
of mistuning is increased further, as depicted in Fig. 1.

From Fig. 1, it is evident that there are two possible intentional
mistuning strategies for reducing the forced response amplifica-
tion factor. The first one is to introduce a very small amount of
mistuning and, subsequently, endeavor to maintain a nearly tuned
system, which is an expensive procedure in terms of manufactur-

ing costs and may not be successful due to blade property changes
with time, so that the initial system may depart significantly from
the nearly tuned state. On the other hand, the tendency of the
forced response amplification factor to decrease with blade mis-
tuning, after the initial rise, suggests that there might be a possi-
bility of exploiting the effects of larger frequency mistuning
ranges, perhaps of the order of �15 / �20% or higher, as a means
of reducing the problems arising from uncertainty in the forced
response levels of bladed disks. This novel intentional mistuning
idea will be further referred to as “large mistuning” �LM�, impli-
cating large frequency mistuning scatter.

The aims of the study reported in this paper are �i� to assess
effectiveness and reliability of a LM technique for minimizing
consequences of blade mistuning on forced response of bladed
disks, and �ii� to establish whether current trends to relax manu-
facturing tolerances that might have apparent financial incentives
and advantages could be used to control the vibration levels. This
work will attempt to obtain the answers to the following ques-
tions.

• Could a substantial increase in frequency mistuning range
contribute to a reduction of maximum forced response lev-
els?

• How could the maximum forced response be controlled
efficiently?

This paper consists of two parts: �i� an assessment of “random”
LM strategy and �ii� utilization of the LM concept in a regulated
“deterministic” manner, involving commonly accepted intentional
mistuning patterns of unconventionally large strength of mistun-
ing. Both parts include the forced response results of an industrial
26-bladed disk obtained with a high-fidelity in-house prediction
tool. In the first part, statistical characterization of forced response
is obtained numerically via extensive Monte Carlo �MC� simula-
tions of mistuning patterns drawn randomly from a uniform dis-
tribution for different blade frequency mistuning, spanning from
small to large ranges. Subsequently, goodness-of-fit tests based on
the Kolmogorov–Smirnov and the chi-square �Pearson’s� criteria
are performed to identify the theoretical distribution functions that
represent the best match to the empirical distributions of forced
responses. In the second part of the paper, the effectiveness of
several deterministic mistuning patterns based on LM is examined
and their sensitivity and robustness to small changes in blade
properties are tested in an attempt to determine the most beneficial
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and successful LM intentional patterns. Finally, the random and
deterministic LM intentional mistuning strategies are compared in
terms of their practicality and overall success.

Random Large Mistuning Strategy for Forced Response
Reduction

Model Description. A finite element model of a realistic bladed
fan disk, depicted in Fig. 2, which contains 26 blades and consists
of over 120,000 degrees of freedom �DOFs� per sector, contribut-
ing to more than 3,000,000 DOFs of a full structure, has been
used in the analysis.

The model consists of flexible blades, which are weakly
coupled through a relatively stiff disk. Free tuned vibration char-
acteristics shown in Fig. 3 reveal that the bladed disk assembly
has modes of vibration with rather close natural frequencies for
most of the mode families.

Mistuning Type. Mistuning expressed in terms of deviations of
blade frequencies from nominal values, which are the conse-
quence of mass and stiffness variations, was chosen for the study.
Random blade frequency values were generated from a uniform
distribution over a predetermined frequency mistuning range, as
depicted in Fig. 4.

The specific frequency mistuning ranges generated from the
MC simulations were �i� �20%, 30%, and 40% of nominal blade
frequency, representing LM, �ii� �5%, 10%, and 15%, and �iii�
�0.5%, 1%, 1.5%, and 2%, accounting for “moderate” and
“small” frequency mistuning ranges, respectively. The latter are
included in this study for the sake of comparison with the LM
results.

Forced Response Considerations. Forced response calcula-
tions for different frequency mistuning ranges were performed
using the MISTRES in-house prediction code based on a new
method for dynamic analysis of mistuned bladed disks developed
in Ref. �9�. The method is based on an exact relationship between
tuned and mistuned systems, which allows use of large finite ele-
ment models, since only one sector is needed to represent the
tuned and mistuned systems, while the computational cost is in-
dependent of the size of the original single blade segment. The
program permits computation of the forced response at any se-
lected so-called “active” DOFs. In the current analysis, the ampli-
tudes of forced response were obtained for all bladed disk sectors
at four chosen nodes where the maximum displacements were
anticipated. These nodes are shown as black circles in Fig. 5,
while the gray circles indicate the “passive” nodes where the uni-
formly distributed loads are applied.

A conventional engine order excitation by 3, 6, and 13 engine
orders �EOs� was considered in the analysis over an excitation
frequency range corresponding to the predominantly first flapwise
vibration mode �1F�, as shown in Fig. 3�b� by a rectangular area
constrained between the two dashed horizontal lines. Forced re-

sponse amplitudes of the mistuned system were normalized with
respect to the maximum amplitudes of the equivalent tuned bladed
disk under the same excitation conditions. The damping loss fac-
tor was set to 0.003.

Fig. 1 Forced response amplification factor as a function of
blade frequency mistuning range

Fig. 2 Bladed fan disk: „a… full model and „b… its cyclic sector
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Dependency of Forced Response on Frequency Mistuning
Range. The MC simulations for 1000 randomly generated mistun-
ing configurations from the uniform distribution yielded normal-
ized forced response amplitudes for selected �40%, 15%, and
0.5% frequency mistuning ranges under 3, 6, and 13 EO excita-
tions, as shown in Fig. 6.

It is evident that the worst-case forced response �i� decreases as
the frequency mistuning range is increased, and �ii� varies depend-
ing on the EO of excitation. Furthermore, Fig. 7 demonstrates that

�iii� the spread of forced response decreases as the frequency mis-
tuning range is increased and that �iv� there is no clear correspon-
dence between blade natural frequency characteristics and its
forced response level.

The maximum, mean, and minimum forced response ampli-
tudes for each of the analyzed random mistuning patterns are
shown in Fig. 8 for the cases of �0.5% and 40% frequency mis-
tuning ranges. The spread of maximum forced response reduces
with the frequency range, while that of minimum forced response
increases under the same conditions.

Results obtained from this statistical study are finally summa-
rized in Fig. 9 and Table 1, which depict the forced response
dependency upon frequency mistuning range for maximum, mean,
and minimum values under 3, 6, and 13 EO excitations.

Fig. 3 Natural frequencies of a tuned bladed fan disk, the ex-
citation frequency range „rectangular area between two dashed
horizontal lines…, and analyzed excitation EOs „vertical lines…

Fig. 4 Uniform PDF of frequency mistuning range

Fig. 5 “Active” and “passive” nodes

Fig. 6 Forced response results for ±40%, 15%, and 0.5% fre-
quency mistuning ranges obtained for „a… 3 EO, „b… 6 EO and „c…
13 EO
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The results obtained indicate a reduction in the maximum
forced response of approximately 33% from 2.02 at �0.5% fre-
quency mistuning range to 1.35 at �40% frequency mistuning
range for 3 EO excitation. The maximum forced response de-
creases for 6 EO and 13 EO are 22% and 16%, respectively.

It is evident that although a precise amount of maximum forced
response reduction is dependent on the EO excitation considered,
there is nevertheless a clear trend of a consistent response reduc-
tion with the increase of frequency mistuning range after the ini-
tial rise. The observed tendency of the maximum forced response
to decrease could be explained by considering plots in Fig. 10,
which demonstrate the frequency response functions �FRFs� cal-
culated for all blades for representatives of very small ��0.1% �,
small ��2% �, and large ��20% � frequency mistuning ranges.

It can be seen that there is very little effect of interactions
between the blades for very small �Fig. 10�a�� and large �Fig.
10�c�� frequency mistuning ranges, and subsequently, low energy
transfer between the blades, whereas the opposite is true for �2%,
small frequency mistuning case �Fig. 10�b��. The amount of inter-
action between the blades and the energy transfer between them
could be associated with the maximum forced response amplifi-
cation levels, which are high in the �2% frequency mistuning
case, as this leads to a localized response of one blade that is

Fig. 7 Forced response results obtained under 3 EO for „a…
±1.5%, 1%, and 0.5%, „b… ±15%, 10%, and 5%, and „c… ±40%,
30%, and 20% frequency mistuning ranges

Fig. 8 Maximum, minimum, and mean forced response results
for „a… ±0.5% and „b… ±40% frequency mistuning ranges ob-
tained for 3 EO

Fig. 9 Maximum, minimum, and mean forced response results
for 3, 6, and 13 EO
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contributed by the accumulated responses of all the other blades.
The maximum forced response levels are substantially lower in
the nearly tuned and heavily mistuned systems as low energy
transfer between the blades does not contribute substantially to
formation of the localized response.

The evidence presented in this section suggests that random
LM can be a promising approach that, if practically feasible, could
be employed as a potentially beneficial forced response diminu-
tion strategy.

Practical Issues of Large Mistuning Implementation. LM
levels for few blades in the assembly are not uncommon in bladed
disk practice. Examples include �i� single-crystal turbine blades
�known for their unmatched resistance to high-temperature creep
and fatigue� and �ii� damaged blades, which can reach �35%
deviation in the first natural frequency compared with the corre-
sponding value of the tuned blade �10�. Practically, if the imple-
mentation of LM blade types in the bladed disk assembly does not
introduce any adverse effects, then the advantage is seen in ex-
tending design acceptance limits as a way to reduce the manufac-
turing costs. Moreover, a study of forced response characteristics
of few blades with uncommonly large natural frequency discrep-
ancies provides a means of assessment of the damage tolerance of
the assembly, which may be of importance in the engine industry.

Statistical Characterization of Forced Response. The aim of
the statistical analysis presented in this paper is to characterize the
probability distributions of forced response levels obtained in the
previous section for different blade frequency mistuning ranges
with an aim to ultimately gain some insight into the bladed disk
worst-case response likelihood due to impact of the proposed LM
strategy.

Outline of the Statistical Methods. Initially, a histogram-
based method is applied in order to yield an estimate of the em-
pirical distribution function of the normalized forced response
population: namely, Sturges’ rule, which estimates the number of
bins in the histogram k as a function of the number of observed
data n:

k = 1 + 3.3 log10 n �1�
Descriptive measures, or the “first four moments” of the distri-

bution, are then determined, including the expected value or
mean, variance, skewness, and kurtosis, respectively:

m̃x =
1

n�
i=1

n

xi �2�

�̃x
2 = D̃x =

1

n − 1�
i=1

n

�xi − m̃x�2 �3�

ãx =
1

�n − 1��̃x
3�

i=1

n

�xi − m̃x�3 �4�

ẽx =
1

�n − 1��̃x
4�

i=1

n

�xi − m̃x�4 − 3 �5�

where xi, i=1,2 , . . . ,n, are the values for the n data points, and

�̃x=�D̃x.
Subsequently, the confidence intervals for the general param-

eters are calculated using the obtained empirical distribution pa-
rameters. The confidence interval for the precision of the estimate
of the mean value is calculated as

m̃x −
�̃xt1−�p/2��f�

�n
� mx � m̃x +

�̃xt1−�p/2��f�
�n

�6�

where m̃x and �̃x are the estimated mean and standard deviation,
and tp�f� is Student’s t-distribution quantile, obtained from tables,
corresponding to p—the statistical significance level—from which
the confidence interval is given as �1− p�.

The corresponding confidence interval for the variance is found
from

fD̃x

�1−�p/2�
2 �f�

� Dx �
fD̃x

��p/2�
2 �f�

�7�

where D̃x is the estimated variance, �p
2�f� is Pearson’s

�2-distribution quantile corresponding to p �obtained from tables�,
and f is the number of DOFs.

Similarly, the confidence intervals for the skewness and kurto-
sis are obtained using the Chebyshev inequality as

ãx −�Da

p
� ax � ãx +�Da

p
�8�

ẽx −�De

p
� ex � ẽx +�De

p
�9�

where Da and De are the variances of the estimated skewness and
kurtosis:

Da =
6�n − 1�

�n + 1��n + 3�
�10�

De =
24n�n − 2��n − 3�

�n + 1�2�n + 3��n + 5�
�11�

Table 1 Maximum, minimum, and mean forced response results for 3, 6, and 13 EO

Frequency
mistuning

range

3 EO 6 EO 13 EO

Max Min Mean Max Min Mean Max Min Mean

�0.5% 2.02 0.29 0.86 1.67 0.31 0.85 1.44 0.30 0.88
�1% 1.99 0.25 0.76 1.70 0.29 0.81 1.62 0.24 0.85

�1.5% 1.94 0.28 0.77 1.61 0.29 0.81 1.68 0.24 0.85
�2% 1.92 0.28 0.80 1.56 0.27 0.83 1.66 0.24 0.86
�5% 1.64 0.29 0.88 1.43 0.32 0.89 1.59 0.25 0.91
�10% 1.55 0.34 0.93 1.39 0.35 0.94 1.53 0.28 0.94
�15% 1.48 0.29 0.95 1.37 0.35 0.95 1.47 0.33 0.95
�20% 1.44 0.34 0.95 1.36 0.39 0.96 1.47 0.33 0.96
�30% 1.38 0.36 0.95 1.33 0.40 0.95 1.42 0.35 0.96
�40% 1.35 0.31 0.93 1.32 0.38 0.94 1.41 0.35 0.93

% reduction 33.25% 22.12% 16.30%
�from �0.5% to �40%� �from �1% to �40%� �from �1.5% to �40%�
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The next phase of the statistical characterization of forced re-
sponse involved �i� the choice of the theoretical probability den-
sity function �PDF� and cumulative density function �CDF� to
describe the empirical data, and �ii� the estimation of their param-
eters: the location, scale, and shape of the distribution. For pre-
dictive and controlling purposes, it is often desirable to calculate
accurately the attributes of an underlying distribution of popula-
tion. To determine this distribution, it is common to fit hypotheti-
cal theoretical distributions to an empirical distribution and, sub-
sequently, to assess the degree of correlation between the two.

Thus, theoretical distributions, including Gaussian, uniform, Ray-
leigh, beta, gamma, Weibull, and extreme value distributions, are
fitted to the empirical distribution, where their parameters are es-
timated using the principle of maximum likelihood.

By performing two of the standard hypothesis tests, namely, the
chi-square �Pearson’s� and the Kolmogorov–Smirnov, the “degree
of fit” of the theoretical distributions with the empirical is as-
sessed at a given significance level. The idea of the chi-square test
is to divide the range of distribution into bins and to compare the
observed number in each bin to the number that would be ex-
pected if the assumed distribution were true. The hypothesis that
the data are from a population with the specified distribution is
rejected if the following relationship for the chi-square test holds:

�
j=1

k
�nj − npj�2

npj
� ��

2�k − c� �12�

where nj is the empirical observed number in each bin, npj is the
theoretical observed number in each bin, pj =Ft�bj�−Ft�aj�, Ft�x�
is the theoretical CDF, aj and bj are the lower and upper bin
limits, ��

2�k−c� is the chi-square test statistic at a significance
level � �obtained from tables�, and j is the jth bin.

The Kolmogorov–Smirnov test is based on the largest differ-
ence in absolute value between the empirical distribution function
and its hypothesized counterpart:

D = max
x

�Fx�x� − F̃x�x�� �13�

where Fx�x� is the theoretical cumulative distribution, and F̃x�x� is
the empirical distribution.

Using D, the value of �=D�n is evaluated, which is subse-
quently compared to the Kolmogorov–Smirnov test statistic, ��,
obtained from the tables: If ����, then the null hypothesis can be
accepted at a given significance level; if ����, the theoretical
distribution hypothesized is rejected.

Statistical Analysis of Forced Response Results Obtained
for All Blades for Over 1000 Bladed Disks. The statistical re-
sults for forced response for all 26 blades over 1000 bladed disks
were obtained for all frequency mistuning ranges under three ED
excitations. Figures 11–13 demonstrate selected results for
�0.5%, 15%, and 40% frequency mistuning ranges, representing
small, moderate, and large ranges, respectively, which include �a�
the calculated empirical distribution functions for a sample size of
26,000 and �b� the best-fit theoretical CDF and the greatest verti-
cal distance between the two CDFs used in the Kolmogorov–
Smirnov hypothesis test.

Figure 11 illustrates the statistical results for forced response
obtained for �0.5% frequency mistuning range. It can be seen
that the forced response empirical distribution characteristics are
dependent on the ED of the excitation, as also shown in Table 2.
While the first two moments of the distributions are reasonably
close in all three cases, the third and the fourth moments, the
skewness and the kurtosis, describing the asymmetry and the
peakedness properties, are dissimilar, accounting for the observ-
able differences in the histogram shapes. Subsequently, the theo-
retical closest fit distribution functions are different: The gamma
CDF is found to be the most suitable in representing the empirical
data in the cases of 3 EO and 6 EO, while the Weibull CDF is the
best-fit theoretical approximation to the MC simulation �empiri-
cal� results for 13 EO. It is noted here that the theoretical distri-
bution parameters were obtained using the principle of maximum
likelihood with 95% confidence intervals and were tested accord-
ing to the Kolmogorov–Smirnov and the chi-square hypothesis
tests under a 0.01 �or 1%� significance level.

The empirical distribution descriptive measures of the forced
response obtained for �15% frequency mistuning range are pre-
sented in Table 3 and Fig. 12.

As for the �0.5% range, the skewness and the kurtosis of the

Fig. 10 FRFs for all blades under 3 EO excitation for „a… ±0.1%,
„b… ±2%, and „c… ±20% frequency mistuning ranges
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distributions vary for different EOs for the �15% frequency mis-
tuning range. The best-fit CDF for 3 EO and 6 EO is the extreme
value distribution, whereas that corresponding to 6 EO is the
Weibull distribution, as shown in Fig. 12�b�.

Table 4 summarizes the moments of the obtained distributions
for �40% frequency mistuning range. It can be seen that the third
and fourth moments are distinct, but to a lesser degree than for the
�0.5% and �15% frequency mistuning ranges. As a conse-
quence, the CDF that presents the best fit to all empirical distri-
butions is the extreme value distribution, as shown in Fig. 13�b�
and Table 5, which demonstrates selected statistical hypothesis
testing results. The significance level for the Kolmogorov–
Smirnov and the chi-square tests adopted was 0.01 �or 1%�, which
means that there is a 99% chance that the selected theoretical
distribution is a genuine probability distribution of the response
data, but also that there is a 1% chance that the difference between
the theoretical and the empirical distributions is true.

The results from Table 5 suggest the closest theoretical CDF fits
to the empirical distributions. However, for all of the frequency
mistuning range results considered, the indicated hypotheses were
not accepted at the prescribed significance level. This could sig-
nify that none of the tested theoretical distributions model the
empirical data accurately enough. On the other hand, the statisti-
cal studies indicate that there is an effect of the sample size on the
result of a goodness-of-fit test: “If one employs a large enough
sample size, almost any goodness-of-fit test will result in rejection
of the null hypothesis” �11�. In order to conclude on the basis of a
goodness-of-fit test that data conform to a specific distribution, the
data should be reasonably close to the specifications of the distri-
bution. Thus, in some cases, when a large sample size is involved,
such as 26,000 forced responses considered here, the null hypoth-
esis may be rejected. Yet in spite of the latter, if the sample data
are reasonably close to the hypothesized distribution, one can op-
erate on the assumption that the sample data provide an adequate
fit for the hypothesized distribution. Table 6 demonstrates an ef-

Fig. 12 Forced response statistical results for ±15% fre-
quency mistuning range

Fig. 11 Forced response statistical results for ±0.5% fre-
quency mistuning range. Different solid-line colors denote the
hypothetical theoretical distribution functions.

Fig. 13 Forced response statistical results for ±40% fre-
quency mistuning range
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fect of sample size on statistical hypothesis test results, from
which one can see that reduction of the sample size from 26,000
to 1000 results in the acceptance �A� of the hypothesized theoret-
ical distribution.

From the mistuning literature, it was found that the forced re-
sponse data for all blades have been represented in the past using
the Weibull or the extreme value distributions �Refs. �4,12,13,8��,
which is in agreement with the results obtained in this study for
the frequency mistuning ranges in the excess of �5%, and dem-
onstrates that using such a distribution could provide savings in
the computational cost of the MC simulations. The study in Ref.
�14� showed that there was no unique probability distribution that
could describe the forced response under every possible EO exci-
tation, which is also supported by evidence presented here for
cases of small frequency mistuning ranges.

Several conclusions can be drawn from the statistical analysis
of the forced response for all blades:

�i� The forced response empirical distribution characteristics
are dependent on the EO excitation for all frequency mis-
tuning ranges: In particular, the third and the fourth mo-
ments of the distributions, the skewness and the kurtosis,
describing the asymmetry and the peakedness properties,
are dissimilar, accounting for the observable differences in
the histogram shapes. As the frequency mistuning range
increases, the PDFs of the forced response become nar-
rower and shift toward the lower values, which indicates
benefits of the LM.

�ii� The hypothesis tests suggest that the best-fit theoretical
CDFs are the Weibull and the extreme value distributions
for the frequency mistuning ranges above �5%, whereas
the closest statistical models to describe the empirical data
obtained for small frequency mistuning ranges are the
gamma or the Gaussian CDF, depending on the EO
excitation.

Table 2 Forced response empirical data characteristics for ±0.5% frequency mistuning range

xmin xmax m̃x �̃x D̃x ãx ẽx

3 EO 0.29 2.02 0.86 0.27 0.07 0.50 −0.15
6 EO 0.32 1.67 0.85 0.21 0.04 0.47 −0.14

13 EO 0.30 1.45 0.88 0.28 0.08 0.07 −1.22

Table 3 Forced response empirical data characteristics for ±15% frequency mistuning range

xmin xmax m̃x �̃x D̃x ãx ẽx

3 EO 0.29 1.48 0.95 0.15 0.02 −0.73 0.64
6 EO 0.35 1.37 0.95 0.12 0.02 −0.99 1.73

13 EO 0.33 1.47 0.96 0.17 0.03 −0.60 0.30

Table 4 Forced response empirical data characteristics for ±40% frequency mistuning range

xmin xmax m̃x �̃x D̃x ãx ẽx

3 EO 0.31 1.35 0.93 0.14 0.02 −0.81 0.08
6 EO 0.38 1.33 0.94 0.13 0.02 −0.94 0.45

13 EO 0.35 1.42 0.94 0.14 0.02 −0.68 0.26

Table 5 Statistical hypothesis test results for forced response characteristics obtained for all
blades over 1000 bladed disks.

Frequency
mistuning range

and EO

Goodness-of-fit test analysis 26,000 samples

Best-fit
distribution

Test
statistic Cutoff Conclusion Test

�0.5%, 3 EO Gamma 2.62 1.63 NAa K-S
” 399.00 53.40 NA Chi

�0.5%, 6 EO Gamma 3.12 1.63 NA K-S
” 301.30 42.60 NA Chi

�0.5%, 13 EO Weibull 10.90 1.63 NA K-S
” 6060.00 53.50 NA Chi

�15.0%, 3 EO Extreme 4.37 1.63 NA K-S
” 1580.00 46.90 NA Chi

�15.0%, 6 EO Extreme 12.50 1.63 NA K-S
” 5370.00 48.30 NA Chi

�15.0%, 13 EO Weibull 6.97 1.63 NA K-S
” 1060.00 52.20 NA Chi

�0.5%, 3 EO Extreme 11.40 1.63 NA K-S
” 4650.00 49.60 NA Chi

�40.0%, 6 EO Extreme 13.80 1.63 NA K-S
” 5730.00 48.30 NA Chi

�40.0%, 13 EO Extreme 7.94 1.63 NA K-S
” 2990.00 46.90 NA Chi

a“NA” means that the null hypothesis is not accepted under a prescribed 0.01% or 1% significance level.
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Deterministic Large Mistuning Strategy for Forced Re-
sponse Reduction

Deterministic Mistuning Patterns Based on Large
Mistuning. The first part of this paper introduced the concept of
LM and determined its effectiveness by controlling the mistuning
scatter as a means of alleviating the severity of the maximum
forced response. In this part, several deterministic intentional mis-
tuning patterns based on LM, including �i� alternate, �ii� harmonic,
�iii� linear mistuning patterns, and �iv� those with “damaged”
blades �i.e., few blades with LM frequencies�, are exploited and
their sensitivity and robustness to small unavoidable random mis-
tuning due to manufacturing tolerances and wear are assessed.
Selected forced response data obtained by using the above-
mentioned deterministic mistuning patterns of different mistuning
degrees are shown in Fig. 14 and Table 7.

The simplest form of mistuning from the practical viewpoint—
alternate mistuning—was investigated initially by incorporating
combinations of small and LM degrees, such as 0.5% /−0.5%,
20% /−20%, etc. Compared with the “reference” random mistun-
ing cases reported in Table 1, it can be seen that introduction of
regulated mistuning decreases appreciably the maximum amplifi-
cation factors. Moreover, it can be observed that an increase in the
magnitude of alternate mistuning decreases the maximum forced
response levels by a small amount.

Analysis of the harmonically defined mistuning patterns
showed that, depending on particular EO excitation, the increase
in frequency mistuning magnitude may result in either an increase
or a decrease of the maximum forced response. Capacity of “lin-
ear” mistuning patterns to reduce the maximum forced response

below the tuned level was suggested in Ref. �8�, and was investi-
gated further in this paper. Selected results are illustrated in Fig.
14�c� and Table 7, from which one can observe an occasional
small adverse influence of increasing the frequency mistuning
range on maximum forced response levels for some EO
excitations.

In order to determine the influence of a few blades with LM, or
the damaged blades, the forced response characteristics have been
calculated for a chosen “randomly” selected mistuned pattern
from �5% frequency mistuning range with one, two, or three
damaged blades. Interestingly, the damaged blades, i.e., those with
LM, do not themselves exhibit the largest forced response levels,
as indicated in Fig. 14�d�. Furthermore, it was found that increas-
ing the mistuning degree of such blades reduces marginally the
forced response.

Robustness Assessment. Deterministic analysis of the afore-
mentioned systematically regulated mistuning patterns provided
some signs of their effectiveness as a forced response control
strategy. Since the maximum amplitude magnification represents a
local maximum in the forced response, it should therefore be suf-
ficiently robust, so that the sensitivity of the system to additional
random mistuning about this point should be small.

The blade amplitudes increase with mistuning strength up to a
certain critical level, usually exhibiting a peak forced response at
low degrees of mistuning, beyond which a further increase in
mistuning causes the forced response to drop and flatten off. This
implies that the bladed disk system is highly sensitive to mistun-
ing around the tuned condition and that increasing the mistuning

Table 6 Effect of sample size on statistical hypothesis test results

Frequency
mistuning range

and EO

Goodness-of-fit test analysis, 0.01% or 1% significance level

Sample
size

Best-fit
distribution

Test
statistic Cutoff Conclusion Test

�0.5%, 3 EO 26,000 Gamma 2.62 1.63 NA K-S
” ” 399.00 53.40 NA Chi

�0.5%,3 EO 1000 Gamma 1.06 1.63 A K-S
” ” 46.10 36.20 NA Chi

�0.5%, 6 EO 26,000 Gamma 3.12 1.63 NA K-S
” 301.30 42.60 NA Chi

�0.5%, 6 EO 1000 Gamma 0.65 1.63 A K-S
” ” 26.90 37.60 A Chi

Fig. 14 Forced response results for deterministically defined „a… alternate, „b… harmonic, „c… linear mistuning patterns, and
„d… those with few “damaged” blades
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significantly may result in a decrease in the sensitivity and robust-
ness of forced response, which also justifies the choice of LM as
a viable intentional mistuning strategy.

The robustness of the few selected intentionally mistuned pat-
terns was investigated by examining the variation in the forced
response as an additional unintentional random mistuning of
�0.5% is incorporated, which could occur in practice as a result
of manufacturing imperfections and/or wear in operation. A fur-
ther 100 MC simulations were performed in which small random
variations in frequency mistuning were added onto the original
intentionally mistuned system. The results for the main intentional
mistuning patterns considered with �w� and without �w/o� random
mistuning are given in Table 8.

In the case of alternate mistuning, the effect of increasing the
mistuning degree of high frequency blades is highly dependent on
the EO excitation, and may result in either an increase or a de-
crease of the maximum forced response levels. It can also be seen
that the alternate mistuning strategy is not robust for most of the
analyzed combinations. In particular, for small mistuning patterns,
the average difference between the original and the perturbed
maximum forced response levels ranges from approximately 36%
to 61% depending on the excitation, whereas for the LM patterns,
the corresponding difference oscillates between 46% and 92%.

Based on the evidence presented for all mistuning ranges consid-
ered, it can be concluded that alternate mistuning may not be a
robust strategy for maximum forced response control.

For harmonic mistuning patterns, the increase of the mistuning
scatter range reduces significantly the maximum forced response
levels. As the mistuning range is amplified, the robustness to ad-
ditional mistuning variations is improved three to seven times
depending on the excitation. Overall, the LM is beneficial for
most of the calculated harmonic mistuning cases in mitigating the
damaging effects of random mistuning.

A maximum forced response reduction of 60% from 1.73 to
1.08 and a tenfold robustness improvement are achieved for linear
mistuning patterns by increasing the frequency mistuning range
from �0.5% to �40% for 3 EO excitation. A corresponding drop
in the maximum forced response was found for 6 and 13 EO cases
of approximately 43% and 30%, respectively. It is also observed
that the difference between the original and the perturbed maxi-
mum forced response levels is of the order of 2–8%, whereas a
significantly poorer robustness is achieved for smaller frequency
mistuning ranges: for example, 51% increase after 100 perturba-
tions for �5% range for 3 EO case.

Finally, the robustness of the bladed disk assemblies with a few
largely mistuned, or damaged blades, is determined. The effect of
increasing the number of damaged blades from 1 to 3 does not
seem to introduce any considerable changes in the maximum
forced response. However, the mistuning pattern with one dam-
aged blade is marginally more robust to small additional mistun-
ing variations of �0.5%.

Discussion of Large Mistuning Based Forced Response
Reduction Strategies

The results obtained in this study provide an indication of the
effectiveness of a concept of LM as a means of maximum forced
response reduction and control. An example of an industrial
bladed fan disk was presented, which demonstrates that both of
the proposed approaches based on LM—random and
deterministic—result in a substantial reduction of the peak ampli-
fication factor and an improvement of the sensitivity and robust-
ness of the forced response. Although increasing the frequency
mistuning range decreases the maximum forced response, the ex-
act amount of this reduction varies depending on the EO excita-
tion considered. The largest forced response reduction obtained
was approximately 33% for 3 EO excitation. Additionally, statis-
tical analysis revealed that as the frequency mistuning range in-

Table 7 Forced response results for deterministically defined
mistuning patterns

Deterministic
mistuning pattern

Normalized forced response

3 EO 6 EO 13 EO

Alternate 0.5% /−0.5% 1.204 1.042 0.179
Alternate 15% /−15% 1.045 1.037 1.011
Alternate 20% /−20% 1.046 1.042 1.024
Alternate 40% /−40% 1.042 1.044 1.038

Harmonic n=1, �0.5% 1.020 1.230 1.140
Harmonic n=1, �15% 1.130 1.120 1.240
Harmonic n=1, �20% 1.170 1.050 1.210
Harmonic n=1, �40% 1.150 1.050 1.150

Linear �0.5% 1.250 1.110 1.210
Linear �15% 1.170 0.960 1.130
Linear �20% 1.130 0.990 0.980
Linear �40% 1.040 1.020 1.010

One damaged blade, 15% 1.380 1.090 1.410
One damaged blade, 40% 1.363 1.164 1.405

Three damaged blades, 15% 1.330 1.150 1.320
Three damaged blades, 40% 1.326 1.165 1.311

Table 8 Robustness assessment of selected intentional mistuning patterns to ±0.5% additional unintentional mistuning

Mistuning
pattern
type

Normalized forced response

3 EO 6 EO 13 EO
w rand w/o rand % diff w rand w o rand % diff w rand w/o rand % diff

Alternate 0.5% /−0.5% 1.938 1.204 60.96% 1.441 1.042 38.29% 1.607 1.179 36.30%
Alternate 15% /−15% 1.566 1.045 49.77% 1.446 1.037 41.36% 1.866 1.011 84.61%
Alternate 20% /−20% 1.532 1.046 46.47% 1.481 1.042 42.17% 1.932 1.024 88.68%
Alternate 40% /−40% 1.637 1.042 57.10% 1.594 1.044 52.68% 1.996 1.038 92.29%
Harmonic n=1, �0.5% 1.436 1.020 40.78% 1.531 1.230 24.44% 1.367 1.140 19.91%
Harmonic n=1, �15% 1.221 1.080 13.06% 1.232 1.290 4.50% 1.373 1.280 7.27%
Harmonic n=1, �20% 1.180 1.170 0.85% 1.230 1.050 17.14% 1.390 1.210 14.88%
Harmonic n=1, �40% 1.215 1.150 5.65% 1.151 1.050 9.62% 1.218 1.150 5.91%
Linear, �0.5% 1.725 1.250 38.02% 1.488 1.150 29.39% 1.390 1.210 14.88%
Linear, �15% 1.221 1.170 4.39% 1.019 0.960 6.17% 1.156 1.130 2.26%
Linear, �20% 1.150 1.130 1.77% 1.070 0.990 8.08% 1.225 0.980 25.00%
Linear, �40% 1.083 1.040 4.09% 1.042 1.020 2.20% 1.075 1.010 6.46%
One damaged blade, 15% 1.513 1.380 9.64% 1.249 1.090 14.59% 1.469 1.410 4.16%
One damaged blade, 40% 1.505 1.363 10.42% 1.248 1.164 7.23% 1.469 1.405 4.56%
Three damaged blade, 15% 1.546 1.330 16.24% 1.242 1.150 8.00% 1.456 1.320 10.30%
Three damaged blades, 40% 1.546 1.326 16.59% 1.242 1.165 6.61% 1.456 1.313 10.89%
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creases, the distribution of the forced response becomes narrower
and shifts toward the lower values, which further show benefits of
implementing the LM.

The robustness of the maximum forced response of selected
deterministic LM intentional mistuning patterns to additional un-
intentional random mistuning, inevitable in practice due to manu-
facturing imperfections and wear, was investigated in the second
part of this study. Fundamentally, a high sensitivity of nearly
tuned bladed disks was demonstrated, followed by a relative in-
sensitivity to additional random mistuning after reaching the peak
forced response levels, all of which points out prospective advan-
tages from introducing large frequency mistuning. It was shown
that it is possible to reduce the maximum forced response levels
appreciably and to improve the robustness similarly by using the
LM concept for some of the considered cases. In particular, linear
mistuning patterns based on LM exhibited a significant robustness
advantage over other mistuning patterns, in addition to a substan-
tial forced response reduction, which, in combination with the
desirable insensitivity, provides predictability and controllability
of the maximum forced response. An attempt was also made to
assess the “damage tolerance” of the bladed disk forced response
with a few damaged blades included, and found that the precise
extent of the damaged blade frequency deviation has no major
influence on the maximum forced response levels or its robust-
ness.

The maximum forced response levels achieved using some ex-
amples of the deterministic approach are lower than those corre-
sponding to the random strategy, although the latter is believed to
be more practical. As for the deterministic patterns, there are cer-
tain ways to accomplish their wider applicability in practice: Ex-
amples may include use of so-called “pseudoharmonic” or
“pseudolinear” mistuning, which could include less blade types
required to reach the desirable forced response characteristics.
These practically oriented intentional mistuning patterns have
been incorporated in the past �4�, and in combination with the LM
might provide the effective means of the maximum forced re-
sponse control.

Conclusions
In this study, robust maximum forced response reduction strat-

egies based on LM have been explored using an industrial bladed
fan disk. Focusing on statistical analyses, the random approach
has been assessed to reveal advantages of relaxing the manufac-
turing tolerances and of extending the typical design acceptance
limits. Subsequently, the deterministic intentional mistuning
method demonstrated a substantial reduction in maximum forced

response and significant improvement in the robustness to the ad-
ditional unintentional random mistuning by introducing uncon-
ventionally LM degrees for bladed disks.

The results from this study show ways of implementing the LM
concept into the design of bladed disks as a means of avoiding
large forced response levels caused by random mistuning and of
ensuring the predictability of the response.
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Explicit Finite Element Models
of Friction Dampers in Forced
Response Analysis of Bladed
Disks
A generic method for analysis of nonlinear forced response for bladed disks with friction
dampers of different designs has been developed. The method uses explicit finite element
modeling of dampers, which allows accurate description of flexibility and, for the first
time, dynamic properties of dampers of different designs in multiharmonic analysis of
bladed disks. Large-scale finite element damper and bladed disk models containing 104

−106 degrees of freedom can be used. These models, together with detailed description of
contact interactions over contact interface areas, allow for any level of refinement re-
quired for modeling of elastic damper bodies and for modeling of friction contact inter-
actions. Numerical studies of realistic bladed disks have been performed with three
different types of underplatform dampers: (i) a “cottage-roof” (also called “wedge”)
damper, (ii) seal wire damper, and (iii) a strip damper. Effects of contact interface pa-
rameters and excitation levels on damping properties of the dampers and forced response
are extensively explored. �DOI: 10.1115/1.2772633�

Introduction
Due to the high modal density of natural frequencies of realistic

bladed disks and of a broad spectrum of aerodynamic excitation
forces, complete prevention of the occurrence of resonance re-
gimes is not feasible. Hence, special devices that dissipate energy
of vibrations and reduce resonance amplitudes to acceptable levels
are commonly used in practical bladed disks. One of the most
effective types of damping devices is a friction damper. This is
generally a small piece of metal that can be fitted under platforms
or shrouds of adjacent blades. When relative motion of adjacent
blades becomes large enough, and micro- or, in some cases, even
macroslip starts at damper contacting surfaces, the rubbing dissi-
pates vibrational energy. Moreover, dampers stiffen a structure,
which can significantly affect resonance frequencies of a bladed
disk. The total damper stiffening effect depends on the stiffness of
the damper body and the stiffness of the blade-damper friction
contact interfaces. The stiffness properties of damper contact in-
terfaces are dependent on the relative motion of pairing contact
surfaces, and the dynamic stiffness of the damper body varies with
vibration frequency, which can have significant effect, especially
for highly flexible dampers.

There is more than 30 years of history of development of mod-
els for dynamic analysis of bladed disks with friction dampers.
Yet, underplatform damper �UPD� models have been developed to
date only for dampers of simple geometric shape �for the so-called
wedge or cottage-roof dampers�. In real conditions, such under-
platform friction dampers have two interfaces at which they inter-
act with adjacent blades. In order to allow for prediction of the
forced response in conjunction with multi-degree-of-freedom
�multi-DOF� blade models, several “kinematic” models for
cottage-roof dampers have been developed, e.g., in Refs. �1–5�.
These models are based on some kinematic hypotheses about the
relative motion of a wedge-shaped damper and blade platform,

and, hence, the damper’s dynamics is ignored and inertia forces
are neglected. As a result, the friction forces are expressed, in
these models, through motion of the blade platforms. In order to
describe microslip at the contact interfaces, two approaches were
explored: �i� representation of friction contact by an array of
spring-slider elements with different parameters �see Ref. �1�� and
�ii� use of an analytical solution for friction forces between a bar
and a foundation supporting this bar �see Refs. �2,3��. Character-
ization of such UPD models and analysis of the effects of damper
contact stiffness are performed in Refs. �6–8�. Assessment of
dampers’ dissipation and stiffness effects, in reducing the forced
response, is made in Ref. �9�. UPDs of semicylindrical and wedge
shapes were studied in Ref. �10� with allowance for damper stiff-
ness and inertia forces due to rigid-body motion.

Dynamic UPD models, in conjunction with multiharmonic bal-
ance method, have recently been developed for cottage-roof and
for two-piece “split” dampers �see Ref. �11��. The first attempt to
use the friction contact modeling capabilities and multiharmonic
analysis code developed in Ref. �12� was made in Ref. �13� to
explore possibilities of forced response analysis of a flexible finite
element �FE� damper using a two-blade system. A system com-
posed of two blades and a flexible model of a cottage-roof damper
have been analyzed in Ref. �14� using simplified, monoharmonic
representation for nonlinear forced response.

However, simplifying assumptions introduced in existing
damper models, such as the neglect of damper inertia or other
dynamic properties, including the damper’s vibration modes, and
neglect of inhomogeneity of stress distribution over contact inter-
faces and contact-separation transitions, significantly restrict the
accuracy and area of applicability of these models.

Moreover, there is a tendency to introduce new damper designs
in gas-turbine industry. Dampers, such as seal wires or shell-like
dampers with very thin walls �see, e.g., Ref. �15��, are very flex-
ible. Their own natural frequencies can be close to and even lower
than the natural frequencies of blades. Adequate modeling cannot,
therefore, be done without allowing for flexible vibrational modes
of dampers and, neither existing kinematic damper models nor
even damper models including damper inertia and elasticity, but
allowing only rigid-body motion, cannot be used for such highly
flexible dampers.
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Thus, predictive numerical studies could not be performed with
acceptable accuracy for bladed disks with many existing and
forthcoming types of friction damper design.

In this paper, a generic method for modeling underplatform and
other types of friction damper has been developed. The method is
based on explicit modeling of friction dampers in the analysis of
nonlinear forced response of bladed disks using large-scale FE
models. Such high-fidelity models allow accurate description of
realistic geometric shapes and dynamic properties of all compo-
nents of bladed disks, including dampers. As a result, any damper
design and geometry can be analyzed, and, moreover, dynamic
properties of the friction dampers and blade-damper contact inter-
actions are accurately described without any simplified assump-
tions, which have been unavoidable hitherto.

Numerical investigations of bladed disks with flexible dampers
of different designs are performed to demonstrate and validate the
capabilities of the new models. Realistic large-scale FE models of
bladed disks and friction dampers containing hundreds of thou-
sands of DOFs are used in the calculations. An analysis of the
influence of damper parameters on the forced response of bladed
disks is included.

Method for Forced Response Analysis of Bladed Disks
With Explicit Damper Models

Modeling of Dampers of Different Design and Bladed Disks.
Large-scale FE models are used for the analysis of bladed disks
and dampers. The models can frequently comprise millions of
DOFs for bladed disks and tens or hundreds of thousands of DOFs
for a damper elastic body. Examples of FE models for a bladed
disk sector and for dampers of different design are shown in
Fig. 1.

For the case of a tuned assembly, a single sector model is used
for forced response calculations. A method for the analysis of
nonlinear dynamics of structures with cyclic symmetry previously
reported in Ref. �16� is used for this case. It allows significant
reduction of computational expense while ensuring completeness
and accuracy of calculation even for highly nonlinear structures. A
method developed in Refs. �17,18� can be applied to a mistuned
structure.

Dynamic models of a bladed disk and of a damper can be
created separately when dampers are manufactured separately
from a bladed disk and are not elastically connected to it. Models
of dampers and bladed disks, considered in this section, describe
the dynamic properties of elastic bodies of dampers and bladed
disks. Because of this, the models are linear, which facilitates
determination of their modal characteristics and allows accurate

condensation of the models. Nonlinear friction contact and unilat-
eral contact interaction between damper elastic bodies and blades
are taken into account at a later stage, described in this paper in
the following section.

For a case of steady-state vibrations, equations of motion for a
bladed disk and for a damper can be written in the following form:

��Ke
B,D + Kg

B,D − �2M�
B,D� + i�CB,D − �2MB,D�Q̂B,D = P̂B,D

�1�

where Ke
B,D is the conventional elastic stiffness matrix of a bladed

disk �superscript B� or of a damper �superscript D�, Kg
B,D��� is the

so-called geometric stiffness matrix reflecting the stiffening ef-
fects of the centrifugal forces, M�

B,D is the spin-softening matrix
describing the stiffness softening due to the changing direction of
the centrifugal forces under vibration; CB,D and MB,D are damping
and mass matrices, respectively, i=�−1, and � and � are the

rotation speed and an excitation frequency, respectively. Q̂B,D is
the vector of complex amplitudes of displacements for all DOFs

in a FE model of a bladed disk or a damper, and P̂B,D is the vector
of complex amplitudes of excitation forces.

For a tuned bladed disk a single sector can be used for the exact
calculation of both free vibration and forced responses of a whole
structure. This is achieved by imposing special cyclic symmetry
conditions, which describe the interaction of a sector with other
sectors of a bladed disk. The cyclic symmetry conditions establish
a relationship between DOFs located on the left and right bound-
aries of a sector, i.e.,

Q̂left
B = ei�2�/NB�mQ̂right

B �2�

where NB is the total number of sectors in a bladed disk and m is
the number of deformation waves considered.

In order to allow efficient calculation of nonlinear forced re-
sponse for bladed disks with dampers interacting at friction con-
tact interfaces, the models provided by Eq. �1� are condensed. The
DOFs at the nodes where there are no contact are excluded from
the equations; full accuracy of modeling is preserved and forced
response for excluded DOFs can still be determined.

The condensation process results in the �i� dynamic compli-
ance, frequency response function �FRF� matrices for DOFs,
where contact interactions are expected to occur, and �ii� complex
amplitudes of displacements, which are evoked by the excitation
forces at the contact nodes.

FRF matrices for a tuned bladed disk without dampers,
Amj

B �mj��, and for the damper�s� are generated from natural fre-
quencies, mode shapes, and modal damping factors:

Am
B��� = �

r=1

Nm
B

�rm
B �����rm

B ����*

�1 − i�rm
B ������rm

B ����2 − �2 �3�

AD��� = �
r=1

ND

�r
D�����r

D����T

�1 − i�r
D������r

D����2 − �2 �4�

where j=1,n, and �rm
B ���, �rm

B ���, and �rm
B ��� are the rth natural

frequency, mode shape, and modal damping factor, respectively,
for a bladed disk without dampers corresponding to a family of
modes with m nodal diameters. �r

D���, �r
D���, and �r

D��� are the
rth natural frequency, mode shape, and modal damping factor,
respectively, for an individual damper. Nm

B and ND are the numbers
of modes used for the generation of FRF matrices of a bladed disk
and a damper, respectively. Superscript * indicates a Hermitian
conjugate and superscript T indicates transposition here.

Vectors of mode shapes �rm
B ��� and �r

D��� contain modal dis-
placements only for nonlinear DOFs. Their components are sim-
ply selected from mass-normalized vectors �̂rm

B ��� and �̂r
D���

obtained from the solution of eigenproblem resulting from Eq. �1�

Fig. 1 FE models of „a… a bladed disk sector, „b… a cottage-roof
damper, „c… a seal wire damper, and „d… a seal strip damper
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by omitting terms i�CB,D and P̂B,D.
Dependency of all modal characteristics on the rotation speed

� is allowed here in order to describe the effects of the rotation
speed on the modal properties. Modal characteristics are deter-
mined for a number of traveling deformation waves m considered
in Eq. �1�. Mode shapes are calculated using a sector model for a
tuned system, and these mode shapes take complex values for all
nodal diameter numbers different from 0 and NB /2.

Complex amplitudes of displacements caused by excitation
forces distributed over the blade and damper nodes can be very
efficiently calculated at the contact nodes as proposed in Ref.
�16�:

linQm
B��� = �

r=1

NB ��̂rm
B ����*P̂B

�1 − i�rm
B ������rm����2 − �2�rm

B �5�

linQD��� = �
r=1

ND ��̂r
D����TP̂D

�1 − i�r
D������r����2 − �2�r

D �6�

Multiplication of large vectors, ��̂rm
B �* P̂B and ��̂r

D�T P̂D, involv-
ing all sector DOFs provides a single coefficient for each mode
shape, which is usually called “a modal force.” These modal
forces take into account arbitrary distribution of the excitation
forces over all nodes of the bladed disk sector model and of the
damper.

Modeling of Blade-Damper Friction Contact Interaction.
The forces acting at friction contact interfaces are generally
strongly nonlinear. The nonlinearity of the interaction is due to �i�
unilateral contact of interaction along directions normal to contact
surfaces, when compression normal stresses can be acted at these
surfaces but tension stresses are not allowed; �ii� variation of con-
tact areas during the vibration period, including closing and open-
ing clearances and interferences, and contact-separation transi-
tions over a whole interface surface or some parts of t; �iii�
friction forces whose magnitude and stick-slip transitions are af-
fected by contact separation and normal stress variation.

The friction contact interface models and friction contact ele-
ments developed in papers Refs. �19,20� take into account all the
above phenomena and allow analytic calculation of interaction
force vectors and stiffness matrices for the case of multiharmonic
vibration, accurately and very fast. These elements allow model-
ing of friction contact interactions, which can be localized at a
point or distributed over a line or an area. It should be noted that
the actual contact conditions experienced by each contact node
�e.g., slip, stick, separation, and full contact� are determined as a
result of calculation and, therefore, there is no requirement to
know nonlinear DOFs a priori. A reasonable guess about DOFs
where nonlinear interactions appear simply helps us to reduce the
number of DOFs kept in the nonlinear equations. Moreover, actual
contact area, which can vary during a vibration period, and energy
dissipated by each area friction contact element during the vibra-
tion period are also calculated.

Examples of applications of area and line friction contact ele-
ment are shown in Fig. 2. For a cottage-roof damper �Fig. 2�a��,
area contact elements are spread over both contact surfaces of the
damper and, accordingly, over both pairing contact surfaces of the
blade platform. For a seal wire damper �Fig. 2�b��, which has a
circular cross section, contact is expected to be along lines and,
hence, line friction contact elements are distributed over contact
interfaces. For a strip damper �Fig. 2�c��, area contact elements
are applied over one contact surfaces and line contact elements are
distributed over an edge of the damper.

The friction interface elements allow calculation of the multi-
harmonic components of the contact interaction forces, fe

loc�ue
loc�

= �f� , f� , f��T, at each eth node of the FE mesh for a given multi-
harmonic component of relative displacements, ue

loc= �u� ,u� ,u��T,
and they also allow calculation of a stiffness matrix of the contact

interface: ke
loc�ue

loc�=�fe
loc�ue

loc� /�ue
loc.

Due to the different nature of the contact forces acting in the
plane of the contact and along a normal direction, the contact
forces have to be calculated in a local coordinate system, � ,� ,�,
with the � axis directed along the normal to the contact surface
and the two other axes of this local Cartesian system, � and �, are
located in a plane tangent to this contact surface. Each coordinate
component of multiharmonic contact force and displacement here
is a vector comprising 2n harmonic coefficients of an expansion
of the forces and displacement, i.e.,

f	 = � f̃1
	, f51

	, . . . , f̃ n
	, f5n

	�T, u	 = �ũ1
	,u51

	, . . . , ũn
	,u5n

	�T �7�

where 	=�, �, � and n is the number of harmonics used in the
multiharmonic representation of displacements.

Both the contact interaction forces and the contact stiffness ma-
trix are generally strongly nonlinear and are dependent on the
relative displacements. The analytical derivation of the expres-
sions for fe

loc �ue
loc� and ke

loc �ue
loc� in Ref. �19� allows their exact

and extremely fast calculation. In order to simulate the effects of
three-dimensional friction contact interactions, two friction con-
tact elements developed in Ref. �19� are applied in parallel for
each contact node with directions of tangential motion for each of
these two elements selected to be mutually perpendicular.

Relative displacements in the local coordinates are determined
from vectors of displacements of blades, ue

B= �ux
B ,uy

B ,uz
B�T, and

dampers, ue
D= �ux

D ,uy
D ,uz

D�T, at pairing nodes of the contact inter-
face:

ue
loc = Re�ue

B − ue
D� �8�

where Re�6n
6n� is a matrix of transformation for the eth con-
tact node from the global coordinate system to the local one.

In order to use the contact forces and stiffness matrices in the
calculation of the whole bladed-disk-UPD system, they are trans-
formed into the global coordinate system, which is used for the
construction of the FE model for the bladed disk:

fe = Re
Tfe

loc, ke = Re
Tke

locRe �9�

Multiharmonic Balance Equation of Motion. In the method
developed, a bladed disk and dampers are considered as elastic
bodies, which are modeled separately by FE method, and then
these models are condensed and combined in a coupled system
using friction contact elements described in the preceding section.

The equation of motion for a coupled system bladed disk and
dampers takes the following form:

Kq�t� + Cq̇�t� + Mq̈�t� + f�q�t�� − p�t� = 0 �10�

where K, C, and M are stiffness, damping, and mass matrices of
the combined system, respectively, f�q�t�� is a vector of nonlinear
interface forces, and p�t� is a vector of excitation forces.

The steady-state periodic vibration response is calculated, and
therefore, calculation can be efficiently done in the frequency do-
main using the multiharmonic balance method. In accordance
with this method, displacements are represented by a restricted
Fourier series:

q�t� = �
j=1

n

�q̄ j cos mj�t + q� j sin mj�t� �11�

where q̄ j and q� j �j=1, . . . ,n� are vectors of cosine and sine har-
monic coefficients of the multiharmonic expansion �marked here
and further by single and double bars above a symbol�, and mj
�j=1, . . . ,n� are specific numbers of harmonics that are kept in the
displacement representation. Choice of the total number of har-
monics n kept in the multiharmonic expansion and values selected
for these harmonics mj are determined by the solution accuracy
required and by the calculated spectrum of the forced response:
harmonics that can contribute significantly to the forced response
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Fig. 2 Application of area and line friction contact interface elements: „a… a bladed disk with cottage-roof dampers, „b… a
bladed disk with seal wires, and „c… a strip damper
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should be included. For the search of major and superharmonic
resonances, mj is an integer number, and for the search of subhar-
monic and combination resonances, mj can be a fractional num-
ber, appropriately selected. As a result, multiharmonic representa-
tion of the forced response allows the determination of periodic
forced response even for strongly nonlinear structures including
�i� major resonances, �ii� superharmonic resonances, �iii� subhar-
monic resonances, and �iv� combination resonances with any ac-
curacy required.

Application of the multiharmonic balance method and use of
the condensed matrix expressions of Eqs. �3�–�6� provide con-
densed equations of motion in the frequency domain. These equa-
tions are formulated exclusively for nonlinear DOFs, i.e., with
respect to harmonic coefficients of the multiharmonic expansion
for a set of DOFs located at contact interfaces. These equations
take the form

R j = 	Q j
B

Q j
D
 − 	 linQ j

B

linQ j
D
 + �A j

B 0

0 A j
D �	 F j�QB,QD�

− F j�QB,QD� 
 = 0

�12�

where j=1,n, and Q j
B=Q̄ j

B+ iQ� j
B and Q j

D=Q̄ j
D+ iQ� j

D are sought for
vectors of complex amplitudes for the bladed disk and the damper,
respectively, for the jth harmonic. Subscript j is added to linQ j

B,D

and A j
B,D to indicate that these vectors and matrices are evaluated

for frequency mj� and mj numbers of traveling waves.
F j�QB ,QD� is a vector of complex amplitudes of the jth harmonic
of the interaction forces acting at the contact interface. This vector
is dependent on vectors QB= �Q1

B ,Q2
B . . . ,Qn

B�T and QD

= �Q1
D ,Q2

D , . . . ,Qn
D�T, which include amplitudes of all harmonics

for the bladed disk and the damper, and, therefore, the equations
of motion given by Eq. �12� for all harmonics are coupled.

Calculation of the Multiharmonic Amplitudes. Equation �12�
represents a nonlinear set of equations with respect to vector of
multiharmonic amplitudes Q= �QB ,QD�T. The Newton–Raphson
method together with schemes of solution continuation/tracing is
applied to solve this equation. An iterative Newton–Raphson so-
lution process is expressed by the following formula:

Q�k+1� = Q�k� − J−1�Q�k��R�Q�k�� �13�

where superscript �k� indicates the number of the iteration and the
real residuals vector R�Q� is formed from residual vectors ob-
tained for each harmonic in Eq. �12�:

R�Q� = �Re�R1�,Im�R1�, . . . ,Re�Rn�,Im�Rn��T �14�

The iterative solution is terminated when a required accuracy is
achieved, i.e., R�Q���. A Jacobian of Eq. �12� is determined as

J�Q� = �R�Q�/�Q = I + A���Knln�Q� �15�

where I is an identity matrix, A��� is a real matrix formed from
real and imaginary parts of the FRF matrices, and Knln�Q�
=�F�Q� /�Q is a stiffness matrix of the friction interface.

For the solution of Eq. �12� using the scheme given by Eq. �13�,
the nonlinear friction contact forces acting at blade-damper inter-
faces, F�Q�, and the stiffness matrix of the friction contact inter-
face, Knln�Q�, have to be calculated. These are formed by sum-
ming up vectors of nonlinear forces and stiffness matrices at all
friction contact interfaces, i.e.,

F�Q� = �
e=1

Ne

fe�Q�, Knln�Q� = �
e=1

Ne

ke�Q� �16�

where Ne is the total number of contact elements. Since an ana-
lytical formulation is derived for the friction contact elements,
these matrices are calculated very fast and exactly.

Test Case Studies
The methodology developed has been applied for the analysis

of three different bladed disks with UPDs �see Fig. 2� of different
types.

ADTurbII Blisk With Cottage-Roof Dampers. Forced re-
sponse of a tuned ADTurbII blisk �see Refs. �11,21�� with cottage-
roof UPDs is analyzed using explicit FE modeling of the damper.
The blisk consists of 24 blades, and the FE model of one sector of
the blisk used in the calculation contains 21,555 DOFs and the FE
model of the cottage-roof damper contains 6146 DOFs.

For generation of the FRF matrices of the blisk, the first 32
natural frequencies and mass-normalized mode shapes were deter-
mined for each nodal diameter �cyclic index� involved in the
forced response calculation. For generation of the FRF matrices of
the cottage-roof damper, the first 24 natural frequencies and mass-
normalized mode shapes were used.

The natural frequencies–nodal diameters diagram for this
bladed disk is given in paper Ref. �18�. The background damping
due to damping in the blisk material is assumed to be low: �
=7.5
10−5. Dissipation of vibration energy due to the friction
forces produced by UPDs is calculated together with the forced
response calculation. A 19th engine order traveling wave excita-
tion pattern is studied.

Blade-damper interaction was modeled by 28 area friction con-
tact elements distributed evenly on both sides of the cottage-roof
damper. Area contact elements and nodes, which are used for
determination of the contact stresses at the UPD, are shown in
Fig. 2�a�. Forced response level was determined at the blade tip.

Choice of Number of Harmonics Kept in a Solution. At the
beginning of the numerical studies, the total number of harmonics
required to be included in the multiharmonic forced response has
to be determined.

To do this, the forced response was calculated with different
numbers of harmonics kept in the multiharmonic expansion of the
displacements, namely, 1, 2, and 3. In the multiharmonic expan-
sion, first odd harmonics were used, namely, 19, 57, and 95
�which are the first, third, and fifth harmonics corresponding to the
case of 19EO excitation analyzed�. In order to be sure that the
choice of number of harmonics will provide accurate results for
the range of damper parameters to be explored, two cases were
checked: �i� a case of nominal damper mass, 100%, and �ii� a
heavy damper with mass value 1600% of its nominal value. The
maximum displacements found over the vibration period and the
amplitudes of each harmonic component included in the analysis
are shown in Figs. 3�a� and 3�b�, respectively. One can see that
use of two first odd harmonics gives the forced response level
practically identical to the case when three harmonics are in-
cluded. Therefore, in further calculations, only two harmonics,
19th and 57th, are kept.

Effects of Damper Parameters on Forced Response. Results
of the forced response calculation, obtained for different levels of
static normal stresses, are shown in Fig. 4. This variation of static
normal stresses can be achieved in practice by a change in the
damper mass. Cases of the normal stresses corresponding to a
damper mass from 50% of the nominal value to 12,800% were
studied. One can see that for lower damper mass values �from
50% to 100%�, the resonance frequency for the blisk with damp-
ers is close to the resonance frequency of the 1F mode of the blisk
without dampers. For higher mass values �from 6400% to
12,800%�, this resonance frequency is close to the resonance fre-
quency of the blisk with fully stuck dampers. For mass values
from 200% to 1600%, the resonance frequency of the blisk with
dampers takes intermediate values between resonance frequencies
of linear systems: �i� the blisk without dampers and �ii� the blisk
with stuck dampers. For low values of the static normal stresses
�i.e., 50% and 100%�, separation of contact surfaces has been
observed over a large part of the contact interface area, which
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indicates possibility of the so-called damper clapping.
Forced response levels calculated for the nominal 100% damper

mass value, but with different friction coefficients, are shown in
Fig. 5.

Dependency of resonance frequency and resonance amplitude
on parameters of the contact interfaces, such as �i� friction coef-
ficient value and �ii� normal load level, is plotted in Fig. 6. One
can see that the resonance frequency for friction coefficient values
less than 0.3 is close to the resonance frequency of the blisk
without dampers �resonance rotation speed of 14 Hz�. When the
friction coefficient varies from 0.3 to 0.5, the resonance frequency
changes significantly; for higher friction coefficient values from
0.5 to 1.0, the resonance frequency is almost constant �resonance
rotation speed of 18 Hz�. Both the normal load and the friction
coefficient significantly affect the resonance response level, which
can be reduced for this blisk by factor of 103 by appropriate
choice of friction coefficient or normal load.

Bladed Disk With Seal Wire Dampers. Another structure ana-
lyzed is a high pressure turbine bladed disk which comprises 114
blades with seal wire dampers �see Fig. 1�b�� fitted in special
cavities underneath the blade platform. The seal wires are in con-
tact with adjacent blades and they dissipate vibration energy simi-
lar to conventional cottage-roof UPDs. FE models contain �i�
314,187 DOFs for a single bladed disk sector and �ii� 37,785

Fig. 3 Forced response levels calculated with different num-
bers of harmonics: „a… maximum displacement and „b… ampli-
tudes of harmonic components

Fig. 4 Forced response of the blisk: effects of levels of the
normal contact stresses/damper mass

Fig. 5 Forced response of the blisk: effect of friction coeffi-
cient value

Fig. 6 Dependency of the resonance rotation speed and am-
plitude on contact parameters: „i… friction coefficient and „ii…
normal load
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DOFs for a seal wire damper. Excitation by 22EO excitation was
considered, and the damping loss factor, which is due to material
energy dissipation, is assumed to be 0.005.

For generation of the FRF matrices for the blisk, the first 48
natural frequencies and mass-normalized mode shapes were deter-
mined for each nodal diameter involved in the forced response
calculation. For generation of the FRF matrices of the seal wire,
the first 48 natural frequencies and mass-normalized mode shapes
were calculated. The lower natural frequencies of the bladed disk
and of the damper are plotted in Fig. 7. In this figure, the fre-
quency range analyzed is also shown. Due to its high flexibility,
the seal wire natural frequencies are close to the natural frequen-
cies of the bladed disk. In the frequency range of interest, there
are natural frequencies of the bladed disk and of the seal wire and,
hence, the seal wire deforms significantly when vibrating in this
frequency range. Therefore, the seal wire cannot be modeled as a
rigid body, and allowing for its dynamic properties is essential for
accurate forced response analysis.

The number of harmonics necessary for accurate forced re-
sponse calculation was decided by comparison of the forced re-

Fig. 8 Forced responses under 100% excitation and normal
load levels

Fig. 9 Forced response levels for different excitation levels
„�=0.3 and 100% normal load level…

Fig. 10 Forced response for different normal loads applied at
contact nodes „�=0.3 and 100% excitation level…

Fig. 11 Dependency of the resonance rotation speed and am-
plitude on „i… excitation level, „ii… normal load, and „iii… friction
coefficient

Fig. 7 Motion of the cottage-roof damper and blade platforms
over vibration period
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sponses obtained with one, two, and three first odd harmonics of
the 22EO excitation. Since for all three cases considered the re-
sults are very close, in further analysis, only one harmonic was
used.

Effects of the friction coefficient values, excitation levels, and
normal load levels on the forced response characteristics are
shown in Figs. 8–10. In all these figures, forced responses of the
bladed disk for two limiting cases are also plotted for comparison:
�i� a forced response of the bladed disk without dampers �a solid

black line� and �ii� a forced response of the bladed disk with fully
stuck dampers �a dashed black line�. 100% excitation level was
considered for both these limiting cases.

Figure 8 demonstrates significant influence of the friction coef-
ficient on resonance forced response. Noticeable variation of the
resonance frequencies can also be observed. From Fig. 9, one can
see that the damping effect of the seal wire is evident for all
excitation force levels. Even for an excitation level of 1% of its
nominal value, the forced response of a structure with dampers is
significantly lower than that for the case when dampers are absent
or when they are fully stuck. For a 1% excitation level, the first
resonance frequency of the bladed disk with dampers is close to
the first resonance frequency of a bladed disk with fully stuck
dampers. For the other excitation levels considered here, the first
resonance frequency is close to the resonance frequency of a
bladed disk without dampers.

Results displayed in Fig. 10 show that only for extremely high
levels of normal loads at contact interfaces �from 1600% to
6400%� does the resonance frequency approach the resonance fre-
quency of the bladed disk with fully stuck dampers. For all real-
istic values, from 50% to 800%, they are close to the resonance
frequency of the bladed disk without dampers.

Resonance frequency and amplitude are plotted in Fig. 11 as
functions of friction coefficient, excitation level, and level of nor-
mal load. The results show high sensitivity of the resonance re-
sponse levels to damper parameters: a small variation of any of
the parameters considered can change forced response level by
several times and the resonance frequency can be changed by up
to 40% in some ranges of parameter variation. However, the reso-
nance frequency appears to be insensitive, for the considered case,
to variation of friction coefficient from 0.1 to 0.5.

The Q factor was extracted from the forced response calcula-
tions, and its dependency on the friction coefficient and the exci-
tation level is shown in Fig. 12 in the form of 3D mesh and
contour plots.

Fig. 12 Dependency of the Q factor on the excitation level and
friction coefficient „a case of N0=100%…

Fig. 13 Contact conditions and energy dissipated „mJ… by each of the 32 friction contact
elements for two excitation levels: „a… 100% and „b… 400%
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The friction contact interface elements allow the determination,
for each element, of the �i� contact conditions and �ii� energy
dissipated over the area covered by this element.

The contact conditions are determined over the period of vibra-
tion for each excitation frequency, and the following conditions
are indicated for each contact interface element:

�i� no change in contact conditions, i.e., the pairing nodes at
both sides of a contact interface are in contact and remain
stuck over the vibration period or the pairing nodes are
separated and remain separated over the whole vibration
period

�ii� stick-slip transition, i.e., the pairing nodes are always in
contact and a slip-stick transition occurs at least once dur-
ing the vibration period

�iii� contact-separation transition, i.e., contact-to-separation or
separation-to-contact transition of the contact state occurs
at least once over the vibration period. Slip-stick transi-
tions can also occur during intervals when nodes are in
contact.

Energy dissipated over a vibration period is also calculated for
each friction contact element. Plots indicating contact condition
and energy dissipated by each of the 32 friction contact elements

over the whole frequency range analyzed are shown in Fig. 13.
Three possible contact conditions are indicated by different col-

ors: �i� a case without contact condition changes is colored blue,
�ii� a case of slip-stick transitions without contact separation is
green, and �iii� a case of contact-separation transition is red. Con-
tour lines of the dissipated energy are plotted in a logarithmic
scale. The legend explaining the color scheme used for indication
of energy dissipation levels is also given in Fig. 13. One can see
that, for a case of 100% excitation level, majority of contact nodes
are slipping or separating, although at contact interface A �see Fig.
2�b��, there is still a large area that is fully stuck over a wide
excitation frequency range. Increase of the excitation level to
400% increases the number of contact elements where contact
separation occurs. In all cases, most energy is dissipated at contact
interface B.

Bladed Disk With Strip Dampers. The third bladed disk ana-
lyzed has 54 blades. A novel damper design was applied in this
assembly: seal damper strips. The FE model of this damper is
shown in Fig. 1�c�. A FE model of a bladed disk sector used in the
analysis contains 309,990 DOFs, and a FE model of the damper
strip contains 24,753 DOFs. 45 friction contact elements were
distributed over two contact interfaces of the damper and, accord-
ingly, over pairing surfaces of the blade platforms: 32 area contact
elements distributed over a contact surface marked by letter A in
Fig. 1�c� and 13 line contact elements at an interface marked by
letter B.

For generation of the FRF matrices of the bladed disk, the first

Fig. 14 Natural frequencies of the bladed disk and of the UPD

Fig. 15 Forced responses for different friction coefficient
values

Fig. 16 Forced response levels for different normal loads at
contact interfaces

Fig. 17 Normalized forced response under different excitation
levels
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48 natural frequencies and mass-normalized mode shapes were
determined for each nodal diameter involved in the forced re-
sponse calculation. For generation of the FRF matrices of the
damper strip, the first 48 natural frequencies and mass-normalized
mode shapes were used. Excitation by 20EO is considered and the
inherent damping loss factor, assumed for a case when dampers

are not fitted, is 0.005.
The lower natural frequencies of the bladed disk and of the

damper strip are plotted in Fig. 14. One can see that the strip
damper has natural frequencies that are close to the natural fre-
quencies of the bladed disk, and they are located within frequency
ranges analyzed; allowance for flexibility of the damper is there-
fore essential for accurate calculations.

Analysis of the number of harmonics necessary showed that use
of only one harmonic can incur 30% error in the determination of
forced response levels. The results obtained with two harmonics
were very close to the results obtained with 3 and higher number
of harmonics, and therefore, two first odd harmonics of 20EO
were used in the calculations: 20th and 60th.

Forced response levels calculated for different friction coeffi-
cient values are shown in Fig. 15.

For comparison, forced responses of two limiting linear struc-
tures are also plotted in this figure: �i� forced response of the
bladed disk without dampers and �ii� forced response of the
bladed disk with fully stuck dampers. One can see that the friction
coefficient value significantly affects the resonance level and the
resonance frequency. The resonance frequency of the bladed disks
with strip dampers is located between resonance frequencies of
the limiting linear cases. For higher friction coefficient values, it is
closer to the resonance frequency of the bladed disk with fully
stuck dampers; for =0.1, the resonance frequency is almost cen-
tered between resonance frequencies of the bladed disk without
and with stuck dampers. The lowest level of resonant forced re-
sponse is achieved for =0.1.

Forced response levels calculated for different static normal
stresses are shown in Fig. 16.

Normalized forced response levels calculated for different ex-

Fig. 18 Dependency of the resonance frequency and Q factor
on „i… excitation level, „ii… normal load, and „iii… friction coeffi-
cient value

Fig. 19 Contact conditions for each of the 45 friction contact elements: „a… �=0.1 and „b…
�=0.3
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citation levels are shown in Fig. 17. The normalization is per-
formed by dividing the forced response by the excitation level
coefficient. This normalization allows comparison of nonlinear ef-
fects of dampers on forced response: for the case of linear vibra-
tions, all curves would be identical. One can see that for excitation
levels varying from 1% to 1000%, normalized amplitude levels
and resonance frequencies are different. However, for high exci-
tation levels, from 1000% to 10,000%, normalized forced re-
sponse curves are almost identical, which indicates smaller non-
linear effects for high level of excitation.

Effects of all parameters analyzed on the resonance frequency
and Q factor are summarized in Fig. 18. It is important to notice
the high robustness of the damping properties of this damper de-
sign: for wide ranges of variation of damper parameters and ex-
citation levels the damper exhibits stable, almost constant values
for the resonance frequency and damping characteristics.

Examples of contact condition and energy dissipation plots for
each of the 45 friction contact elements, over the whole frequency
range analyzed, are shown in Fig. 19.

One can see that the number of contact nodes that experienced
temporary separation is larger for higher values of the friction
coefficient. In all cases analyzed, the dominant part of the vibra-
tion energy is dissipated at the contact interface marked by letter
B in Fig. 1�c�.

Conclusions
A generic method for the analysis of nonlinear forced response

for bladed disks with friction damping devices of different designs
has been developed. The method allows the use of explicit FE
models of dampers, which can accurately describe any complex
geometric shape, flexibility, and, for the first time, dynamic prop-
erties of dampers in multiharmonic analysis of bladed disks.

Steady-state, strongly nonlinear forced response is calculated
by a multiharmonic balance method in conjunction with an origi-
nal analytical formulation for the extended Jacobian of the non-
linear equations and for evaluation of nonlinear contact forces and
contact stiffnesses.

Large-scale FE damper and bladed disk models containing
104–106 DOFs can be used in order to describe the complex geo-
metric shape of modern dampers and bladed disks of different
designs with any required level of refinement.

Detailed description of contact interactions over area and line
contact interfaces between damper and blades is achieved by es-
pecially developed friction contact elements. These elements al-
low for friction, stick slip, and contact-separation contact state
transitions. Effects of normal load variation not only on tangential
friction force level but also on time instant of stick slip are in-
cluded in the friction modeling.

Numerical studies of realistic bladed disks with three different
types of UPDs have been performed: �i� a cottage-roof damper,
�ii� a seal wire damper, and �iii� a strip damper. Effects of contact
interface parameters and excitation levels on damping properties
of the dampers on forced response have been extensively ex-
plored.

For the first time, dampers of highly flexible design, such as
seal wire dampers and strip damper, have been studied, and, more-
over, distributions over contact interface areas for energy dissi-
pated and for contact conditions have been calculated.

Acknowledgment
The author is grateful to Rolls-Royce plc. for providing the

financial support for this project and for giving permission to pub-
lish this work.

References
�1� Sanliturk, K. Y., Ewins, D. J., and Stanbridge, A. B., 2001, “Underplatform

Dampers for Turbine Blades: Theoretical Modelling, Analysis and Comparison
With Experimental Data,” Trans. ASME: J. Eng. Gas Turbines Power, 123,
pp. 919–929.

�2� Csaba, G., 1998, “Forced Response Analysis in Time and Frequency Domains
of a Tuned Bladed Disk With Friction Dampers,” J. Sound Vib., 214�3�, pp.
395–412.

�3� Jareland, M. H., 2001, “A Parametric Study of a Cottage Roof Damper and
Comparison With Experimental Results,” ASME Paper No. 2001-GT-0275.

�4� Yang, B.-D., and Menq, C.-H., 1998, “Characterization of Contact Kinematics
and Application to Design of Wedge Dampers in Turbomachinery Blading,”
Trans. ASME: J. Eng. Gas Turbines Power, 119, pp. 410–423.

�5� Zucca, S., Borrajo, J., and Gola, M. M., 2006, “Forced Response of Bladed
Disks in Cyclic Symmetry With Underplatform Dampers,” ASME Paper No.
GT2006–90785.

�6� Szwedowicz, J., Kissel, M., Ravindra, B., and Kellerer, R., 2001, “Estimation
of Contact Stiffness and Its Role in the Design of a Friction Damper,” ASME
Paper No. GT-2001-0290.

�7� Koh, K. H., Griffin, J. H., Filippi, S., and Akay, A., 2005, “Characterization of
Turbine Blade Friction Dampers,” ASME J. Eng. Gas Turbines Power, 127�4�,
pp. 856–862.

�8� Koh, K.-H., and Griffin, J. H., 2006, “Dynamic Behaviour of Spherical Fric-
tion Dampers and Its Implication to Damper Contact Stiffness,” Proceedings
of ASME Turbo Expo, Barcelona, Spain, May 8–11.

�9� D’Ambrosio, F., Chatelet, E., and Jacquet, G., 2005, “Influence of Contact
States on the Dynamic Behavior of Rubbing Structures,” ASME Paper No.
GT2005-68560.

�10� Panning, L., Sextro, W., and Popp, K., 2003, “Spatial Dynamics of Ttuned and
Mistuned Bladed Disks With Cylindrical and Wedge-Shaped Friction Damp-
ers,” Int. J. Rotating Mach., 9�3�, pp. 219–228.

�11� Petrov, E. P., and Ewins, D. J., 2007, “Advanced Modelling of Underplatform
Friction Dampers for Analysis of Bladed Disc Vibration,” ASME J. Turbom-
ach., 129, pp. 143–150.

�12� Petrov, E. P., and Ewins, D. J., 2004, “State-of-the-Art Dynamic Analysis for
Nonlinear Gas Turbine Structures,” Proc. IMechE: J. Aerosp. Eng., 218�G3�,
pp. 199–211.

�13� Yeo, S., and Kielb, J., 2002, “The Application of a Numerical Code to the
Optimisation of Inter-Platform Damping Technology,” Proceedings of the Sev-
enth HCF Conference, FL, May 14–17.

�14� Firrone, C. M., Botto, D., and Gola, M. M., 2002, “Modelling a Friction
Damper: Analysis of the Experimental Data and Comparison With Numerical
Results,” Proceedings of ESDA2006, Eighth Biennial ASME Conference on
Engineering Systems Design and Analysis, Torino, Italy, July 4–7.

�15� Szwedowicz, J., Gibert, C., Sommer, T. P., and Kellerer, R., 2006, “Numerical
and Experimental Damping Assessment of a Thin-Walled Friction Damper in
the Rotating Set-Up With High Pressure Turbine Blades,” ASME Paper No.
GT2006–90951.

�16� Petrov, E. P., 2003, “A Method for Use of Cyclic Symmetry Properties in
Analysis of Nonlinear Multiharmonic Vibrations of Bladed Discs,” ASME
Paper No. GT-2003-38480.

�17� Petrov, E. P., and Ewins, D. J., 2005, “Method for Analysis of Nonlinear
Multiharmonic Vibrations of Mistuned Bladed Discs With Scatter of Contact
Interface Characteristics,” ASME J. Turbomach., 127, pp. 128–136.

�18� Petrov, E. P., and Ewins, D. J., 2005, “Mistuning Effects on Forced Response
of Bladed Discs With Friction Dampers,” Proceedings of NATO Symposium:
“Evaluation, Control and Prevention of High Cycle Fatigue in Gas Turbine
Engines for Land, Sea and Air Vehicles,” Granada, Spain, Oct. 3–5, Paper No.
38–1.

�19� Petrov, E. P., and Ewins, D. J., 2003, “Analytical Formulation of Friction
Interface Elements for Analysis of Nonlinear Multi-Harmonic Vibrations of
Bladed Discs,” ASME J. Turbomach., 125, pp. 364–371.

�20� Petrov, E. P., and Ewins, D. J., 2006, “Effects of Damping and Varying Con-
tact Area at Blade-Disc Joints in Forced Response Analysis of Bladed Disc
Assemblies,” ASME J. Turbomach., 128, pp. 403–410.

�21� Elliott, R., Green, J. S., and Seinturier, E., 2005, “Aeroelastic Design of Tur-
bine Blades-ADTurB II Overview,” Sixth European Turbomachinery Confer-
ence, Lille, France, March 7–11, Paper No. AMP-105-01/62.

Journal of Engineering for Gas Turbines and Power MARCH 2008, Vol. 130 / 022502-11

Downloaded 02 Jun 2010 to 171.66.16.107. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



E. P. Petrov
Imperial College London,

Centre of Vibration Engineering,
Mechanical Engineering Department,

South Kensington Campus,
London SW7 2AZ, UK

e-mail: y.petrov@imperial.ac.uk

A Sensitivity-Based Method for
Direct Stochastic Analysis of
Nonlinear Forced Response for
Bladed Disks With Friction
Interfaces
An efficient method is developed to calculate stochastic and uncertainty characteristics of
forced response for nonlinear vibrations of bladed disks with friction and gap contact
interfaces. Uncertainty ranges, statistical characteristics, and probability density func-
tions for forced response levels are determined directly without any sampling procedure.
The method uses approximations of the forced response level based on derived analyti-
cally and calculated extremely fast and accurately sensitivity coefficients of forced re-
sponse with respect to friction contact interface parameters. The method effectiveness
allows analysis of strongly nonlinear vibration of bladed disks using realistic large-scale
finite element models. The method is implemented in a program code developed at Im-
perial College and numerical examples of application of the method for stochastic analy-
sis of a realistic blisc with underplatform dampers are provided.
�DOI: 10.1115/1.2772634�

Introduction
Forced response of bladed disks with friction contact interfaces

is usually strongly nonlinear due to the action of friction forces,
gap closing and opening, variations of the contact area, unilateral
and impact interactions, etc. The nonlinear forced response de-
pends significantly on the values of key parameters of these con-
tact interfaces, such as friction coefficient, gaps, interferences,
stiffness properties of contact surface roughness, normal stress
distribution, and others. The contact interface parameters always
have some degree of uncertainty in their values, and this is due to
�i� an inevitable scatter in the design parameters which can differ
from their nominal values within some ranges determined by
manufacturing tolerances; �ii� variation of the design parameters
during lifetime and uncertainty of effects of operating conditions
on design parameters, e.g., effects of wear, oxidation, aging, varia-
tion of temperature fields, etc.; �iii� variation of the contact param-
eters during variable operation conditions; and �iv� uncertainty in
experimentally determined values of contact parameters such as
friction coefficient and contact stiffness coefficients, and from
other causes. Moreover, there is an uncertainty in the excitation
forces applied to a structure.

Because of this, there is a pressing practical need to estimate
the effects of uncertainty in contact interface parameters and ex-
citation on the forced response of strongly nonlinear structures.
Different aspects of uncertainty analysis in structural dynamics
and in other technical fields are presented, for example, in Refs.
�1–3�. In Refs. 4 and 5 the effect of manufacturing variations on
the modal characteristics and resonance response was investigated
and sensitivity coefficients of modal properties to blade geometry
variation were used in conjunction with Monte Carlo simulations.
In Refs. �6–10� different approximations are used to facilitate sta-

tistical analysis of effects of blade mistuning on forced response.
A closed-form probability function of forced response for a mis-
tuned bladed disk is derived in Ref. �11�. A review of tools for
probabilistic confidence interval estimation and an original sam-
pling procedure aimed at reduction of the confidence intervals are
presented in Ref. �12�. A review of some modern approximation
techniques used in stochastic analysis is given in Ref. �13�.

The existing techniques for calculation of estimates for the sto-
chastic characteristics of the forced response with uncertain de-
sign parameters and excitation levels are, in most cases, based on
a multitude of numerical experiments, such as Monte Carlo simu-
lation and methods derived from it. Therefore, they are often very
numerically inefficient, which makes their use prohibitively ex-
pensive in practical applications where models containing a large
number of degrees of freedom �DOFs� are customarily used. The
computational expense becomes especially large for the case of
strongly nonlinear vibrations and when estimates for low prob-
ability cases corresponding to “tails” in probability density func-
tions have to be obtained.

There were no methods allowing investigations of strongly non-
linear, nonsmooth dynamics of gas-turbine structures with gaps,
interferences, and unilateral and friction contact interactions.

In this paper an efficient method is developed to obtain reliable
estimates of uncertainty characteristics for nonlinear forced re-
sponse predictions of bladed disks with friction contact interfaces,
caused by uncertainty of the contact interface parameters.

The method is aimed at the analysis of large-scale finite models
of components of gas-turbine engines, such as bladed disks, con-
taining, possibly, millions of DOFs. It is based on the determina-
tion of sensitivity of the forced response to variations of the pa-
rameters analyzed. The sensitivity coefficients of first and second
order are calculated and used for constructing explicit expressions
for the forced response levels as functions of bladed disk design
parameters.

The design parameters analyzed can include gap value, contact
stiffness, and friction coefficients of the contact interfaces, under-
platform damper mass, damper geometrical characteristics, and
others. Although explicit expressions based on the use of the sen-
sitivity coefficients are approximated, they usually provide quite
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acceptable accuracy for practical, usually relatively small, ranges
of such design parameter uncertainty. These explicit expressions
allow calculation of statistical characteristics of the forced re-
sponse directly as functions of statistical characteristics of the
design parameters and excitation.

Probability density functions of forced response are derived
analytically for combinations of different types of probability den-
sity functions of design parameters simultaneously affecting the
structural response.

As a result the methodology proposed avoids any sampling pro-
cedure, such as customarily used in Monte Carlo based statistical
simulation methods and which requires very large computational
times, since the number of numerical experiments required is usu-
ally very high, especially when high accuracy of probabilistic dis-
tribution is required.

Calculation of the sensitivity-based approximations, statistical
characteristics, and probability density functions for forced re-
sponse does not increase noticeably the computation time required
for a single nonlinear forced response calculation. Numerical
studies illustrating accuracy and efficiency of the approach are
presented for a representative set of problems for a bladed disk
with friction underplatform dampers.

Formulation of the Problem
The equation of motion for a structure with nonlinear interfaces

can be written in the following form:

Kq�t� + Cq̇�t� + Mq̈�t� + f�q�t�,b� = p�t� �1�

where q�t� is a vector of displacements for all DOFs in the struc-
ture considered; K, C, and M are stiffness, viscous damping, and
mass matrices used for the description of linear forces; and p�t� is
a vector of periodic excitation forces, which have a period, T, and
a corresponding to this period primary frequency, �=2� /T.

When a structure has to be considered in a noninertial coordi-
nate system, as it is usually a case for bladed disks and other
structures mounted on a rotating rotor, the stiffness matrix in-
cludes terms accounting for the rotation effects. These rotation
effect terms comprise a geometric stiffness matrix describing stiff-
ening effects of the centrifugal forces; Kg���, and a spin-softening
matrix describing stiffness softening due to the changing direction
of the centrifugal forces under vibration, M�. As a result we have
K���=Ke+Kg���−�2M�, where Ke is a conventional elastic
stiffness matrix and � is the rotation speed. In Eq. �1� f�q�t� ,b� is
a vector of nonlinear forces applied at friction contact interfaces
of a bladed disk. This vector depends on displacements at the
interface nodes, q�t�, and on a vector of parameters, b, which
characterize all friction contact interfaces included in the struc-
ture. The contact interface parameters can be gap, friction coeffi-
cient, contact stiffness coefficients, normal stresses which are due
to the action of the centrifugal forces and temperature fields, and
others. In modern industrial problems large-scale finite element
models containing 105–107 DOFs are routinely used. An example
of a practical bladed disk with friction contact interfaces is shown
in Fig. 1.

In studies of bladed disks steady-state periodic forced response
analysis is of primary interest. A maximum displacement, a�� ,b�,
determined for a primary excitation frequency, �, and correspond-
ing to a steady-state solution, q*�t ,� ,b�, found from the nonlinear
equation of motion, Eq. �1�, is dependent on values of the contact
parameters, i.e.,

a��,b� = max
t��0,T�

q*�t,�,b� �2�

There is always some degree of uncertainty in values of the
friction contact interfaces and other design parameters of practical
applications, which produces uncertainty in the forced response.
In some cases these parameter uncertainties can be quantified by
probability density functions, by mean, variance, and covariance

values, and by other statistical characteristics. In other cases only
estimates of ranges within which the parameters can take values
can be provided.

In all these cases, there is a need to have an efficient method
allowing calculation of the stochastic characteristics and ranges of
uncertainty in the forced response as a function of characteristics
of design parameter uncertainty �see Fig. 2�.

Analysis of Stochastic and Uncertainty Characteristics
for Forced Response

Sensitivity-Based Approximations. If the sensitivity of the
forced response to variation of the contact parameters are known,
then it is possible to write expressions of the forced response
levels directly as functions of the design parameters using Taylor
series approximation. For brevity, the dependency of the response
on the primary frequency � is assumed implicitly in further ex-
pressions. The first-order approximation for the forced response
takes the following form:

aI
�N�1�

�b� = a
�N�1�

�b0� + � �a�b0�
�b

�
�N�n�

�b
�n�1�

�3�

and the second-order approximation takes the form

aII
�N�1�

�b� = a
�N�1�

�b0� + � �a�b0�
�b

�
�N�n�

�b
�n�1�

+
1

2
�b

�n�1�

T� �2a�b0�
�b2 �

�n�N�n�

�b
�n�1�

�4�

where �b= �b−b0�, N is the total number of DOFs in the structure,
n is the number of design parameters, �a�b0� /�b and �2a�b0� /�b2

are the first-order and second-order sensitivity coefficients of the
forced response to parameter variation, and b0 is the vector of

Fig. 1 An example of a structure with friction contact inter-
faces: „a… a bladed-disk assembly, „b… friction contact between
blade shrouds, and „c… friction underplatform dampers

Fig. 2 Establishing dependencies of the statistic characteris-
tics of the forced response on those of the design parameters
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nominal parameter values for which the forced response and sen-
sitivity analysis are performed.

It should be noted that in many cases these approximations can
be sufficiently accurate when applied in relatively small parameter
variation ranges resulting from the technological imperfections
and operational uncertainties discussed in the previous section.

In practical applications, some subset of DOFs is usually se-
lected for stochastic analysis, e.g., those DOFs which are crucial
for assessment of forced response and stress levels and, hence,
high cycle fatigue and durability of a structure. For simplicity and
without loss of generality the approach developed for the assess-
ment of stochastic characteristics of the forced response is dem-
onstrated further for an example of forced response, a�� ,b�, ob-
tained for one DOF arbitrarily selected from vector a�� ,b�. The
expressions derived can be applied simultaneously to a multitude
of DOFs and the total number of DOFs, for which the analysis is
performed, is not restricted but determined by practical needs.

Dimensionless Sensitivity-Based Forced Response
Approximations. The friction contact parameters are measured in
different units and their magnitudes can differ significantly. More-
over, the sensitivity coefficients are dependent on the forced re-
sponse level and it is often necessary to assess the sensitivity of
the forced response for different levels of the forced response.
Hence, there is some difficulty in comparing absolute values of
the sensitivity coefficients. It is often more convenient to calculate
dimensionless sensitivity parameters in order to characterize the
sensitivity of the forced response. The dimensionless first- and
second-order sensitivity coefficients, sj

%=�a% /�bj
% and sij

%

=�2a% /�bi
%�bi

%, are expressed through absolute values of the sen-
sitivity coefficients, sj =�a /�bj and sij =�2a /�bj�bj, in the form

sj
% = �bj

�0�/a�b0��sj and sij
% = �10−2bi

�0�bj
�0�/a�b0��sij �5�

The dimensionless sensitivity coefficients allow constructing ap-
proximations for relative variation of the forced response,
�a%�b�=100�a�b�−a�b0�� /a�b0� for cases of first-order and
second-order approximations take the forms

�aI
%�b� = �

j=1

n

sj
%�bj

% �6�

�aII
%�b� = �

j=1

n

sj
%�bj

% +
1

2�
i=1

n

�
j=1

n

sij
%�bi

%�bj
% �7�

where �bj
%=100�bj −bj

�0�� /bj
�0� are relative parameter variations,

and the subscripts I and II indicate here and further quantities
related to first- and second-order approximations, respectively.

Calculation of Forced Response Uncertainty Ranges. For
this kind of problem, only estimates for ranges of variation of the
design parameters are known, which are given by minimum, b−,
and maximum, b+, possible values, i.e.,

b− � b � b+ = 0 �8�
To characterize uncertainty in the forced response its possible

minimum, a−, and maximum, a+, values have to be estimated.

Effects of Individual Parameter Uncertainty. When uncer-
tainty of each of the design parameters is independent of each
other, the high and low limits of uncertainty of the forced re-
sponse, which are due to uncertainty of each of these design pa-
rameters, bj

�, can be assessed directly using the linear or quadratic
approximations developed above.

The absolute values of the maximum and minimum forced re-
sponse levels can be obtained from Eqs. �3� and �4� in the form

aI
� = aI�b0� + sj�bj

� aII
� = aI�b0� + �sj + 0.5�bj

�sjj��bj
� �9�

The relative uncertainty of the forced response is obtained from
Eqs. �6� and �7� as follows:

aI
%� = sj

%�bj
%� aII

%� = �sj
% + 0.5�bj

%�sjj
%��bj

%� �10�

Optimization Formulation for Calculation of Overall
Forced Response Uncertainty. The overall effect of uncertainties
of all design parameters on the forced response uncertainty can be
found by minimizing and maximizing accordingly the forced re-
sponse

a− = a�I or II��b� → min a+ = a�I or II��b� → max �11�

while satisfying constraints given by Eq. �8�. This problem is an
optimization problem and its solution can be efficiently made us-
ing approximations given by Eqs. �3� and �4�.

For a case of the first-order approximation, aI�b�, the optimiza-
tion problem formulated here is a linear programming problem,
and for a case of the second-order approximation, aII�b�, we have
a quadratic programming problem. In both cases the optimization
problem has simple constraints and values of the global maxi-
mum, a+, and the global minimum, a−, can always be efficiently
calculated, and in a limited number of iterations, by readily avail-
able optimization methods and software.

Calculation of Statistical Characteristics. Probability density
functions �PDFs�, p�bj�, allow the most full description of the
stochastic properties for each jth design parameter. However, in
many cases the stochasticity is characterized by a set of some
integral characteristics of the probability distributions, especially
when the PDFs are not available, as it frequently happens in prac-
tical applications. When statistical characteristics of the design
parameters are known, then statistical characteristics of the forced
response can be explicitly expressed through characteristics of the
design parameters and the sensitivity coefficients of the forced
response. For example, let us assume that all design parameters
are stochastically independent and their expected values, � j

= �bj	=
−	
−	bjp�bj�dpj, together with their standard deviations, 
 j

2

= ��bj −� j�2	=
−	
−	�bj −� j�2p�bj�dpj, are known for each jth pa-

rameter. It is convenient to construct the approximations for the
forced response in the vicinity of the expected values of the pa-
rameters, i.e., b0=�= ��1 ,�2 , . . . ,�n�T. Then, corresponding sta-
tistical characteristics for the forced response can be obtained for
the expected value of the forced response in the form

�I
a = �aI	 = a��� �12�

�II
a = �aII	 = a��� +

1

2�
j=1

n

sjj
 j
2 �13�

and for standard deviation of the forced response,

�
I
a�2 = ��aI − �I

a�2	 = �
j=1

n

�sj
 j�2 �14�

�
II
a �2 = �

j=1

n �sj
2
 j

2 + sjsjj��bj − � j�3	 +
sjj

2

4
��bj − � j�4	�

−
1

2�
j=1

n

sjj
2 
 j

4 +
1

4 �
i,j=1

n

sij
2 
i

2
 j
2 �15�

Determination of the Probability Distribution for the
Forced Response Levels. In some cases there are enough statis-
tical data to obtain functions of the PDFs for the stochastic design
parameters, pj�bj�. A function of the probability that the forced
response level does not exceed some required value, �, takes the
following form:
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P�a�b� � �� =
−	,a��

	

p1�b1�p2�b2� ¯ pn�bn�db1db2 ¯ dbn

�16�
where the design parameters are assumed to be statistically
independent.

Then this function, P�a�b����, and its PDF, p�a�b����, can
be derived analytically through the PDFs of design parameters by
the way described below.

It is evident that the condition a�b��� can be satisfied by
imposing special constraints on design parameters. Selection of
design parameters can be made arbitrarily and these constraints
are derived using the sensitivity-based approximations. For ex-
ample, the linear sensitivity-based approximation for a�b� given
by Eq. �3� can be resolved with respect to parameter b1. Then, the
following constraint can be derived, which allows condition
a�b��� to be satisfied:

b1��,b2, . . . ,bn� = b1
0 + �� − a0 − �

j=2

n

sj�bj − bj
0��/s1  �

�17�

This inequality constraint ensures that condition a�b��� is satis-
fied for a case of s10. For a case of s1�0, the inequality sign 
in Eq. �17� should be alternated by �. Therefore, Eq. �16� can be
written in the following form:

P��� =
−	

	

pn�bn� ¯
−	

b1��,b2,. . .,bn�

p1�b1�db1 ¯ dbn for s1  �

�18�

P��� =
−	

	

pn�bn� ¯
b1��,b2,. . .,bn�

	

p1�b1�db1 ¯ dbn for s1 � �

�19�

The PDF for the forced response level, which does not exceed
value, �, can then be determined as

p��� = �s1�−1
−	

	

pn�bn� ¯
−	

	

p1�b1��,b2, . . . ,bn��db2 ¯ dbn

�20�

When the number of the random parameters involved in Eq. �20�
is not large, it is possible to evaluate such integrals analytically.

Case of One Stochastic Parameter. For a case of when there is
only one stochastic parameter, a PDF of the forced response level
can be expressed through a PDF of the stochastic parameter in the
form

p��� = ��a/�b1�−1p1�b1
0 + �� − a0�/s1� �21�

Case of Two Stochastic Parameters. For a case of two stochas-
tic design parameters, the analytical expression for the forced re-
sponse PDF can also be derived analytically for a large variety of
combinations of most commonly used stochastic distributions of
parameters. As a result the PDFs of forced response can be de-
fined by explicit formulas. This facilitates significantly analysis of
a structure by avoiding completely a need of very time-consuming
Monte Carlo simulations. Some examples of probability forced
response density functions derived for given probability distribu-
tions of design parameters are shown below.

�1� A case when the first parameter has the normal distribution
and the second parameter is uniformly distributed, i.e., their
PDFs are represented as follows:

p1�b1� = ��2�
1�−1e−�b1 − �1�2/2
1
2

�22�

p2�b2� = �1/�2�3
2� for �2 − �3
2 � b2 � �2 + �3
2

0 otherwise
�

�23�
then we derive an expression for a PDF of the forced re-
sponse, which takes the following form:

p��� =
�3s1

12
̃2�s1�
�erf�a0 + �3
̃2 − �

�2
̃1
�

− erf�a0 − �3
̃2 − �

�2
̃1
�� �24�

where 
̃ j =sj
 j.
�2� A case, when the first parameter has normal distribution,

given by Eq. �22�, and the second parameter has Laplace
distribution, i.e.,

p2�b2� =
1

�2
2

e−�2�b2−�2�/
2 �25�

It can be shown that the PDF of the forced response takes
the form

p��� =
s1e2�
̃1

2−�2
̃2�a0+��/
̃2
2�

2�2
̃2�s1�
�e2�2�/
̃2�+ + e2�2�/
̃2�−�

�26�

where ��=sgn�s1s2��erf���2
̃2��−a0��2
̃1
2� / 
̃1
̃2�.

Case of Larger Numbers of Stochastic Parameters. In cases
when probability distribution for all design parameters is Gaussian
normal, the forced response PDF is also Gaussian. The expected
value and the standard deviation of this Gaussian normal distribu-
tion can be calculated by the formulas given by Eqs. �12�–�15�.

In the cases when the analytical derivation is difficult, a nu-
merical evaluation of the PDF can be made by generating random
numbers with specified probability distribution functions for val-
ues of all stochastic design parameters. For evaluation of the
forced response corresponding to these random values the ap-
proximation expressions of Eqs. �3� and �4� can be used. There-
fore, these calculations do not require much computational ex-
pense even when high-accuracy determination of resulting forced
response probability functions is required and, therefore, the
forced response needs to be evaluated for 105–107 different pa-
rameter values for each excitation frequency of interest.

Sensitivity Analysis of Nonlinear Forced Response
The crucial point in the analysis of the characteristics of uncer-

tainty of the forced response is a capability of fast and accurate
calculation of the sensitivity of the forced response to variation of
the friction contact interface parameters. A method providing this
capability is discussed below.

Multiharmonic Balance Solution of the Nonlinear Equa-
tions of Motion. For a search of the periodic vibration response,
the displacements are represented as a restricted Fourier series,
which contain whichever harmonic components are necessary to
approximate the sought solution, i.e.,

q�t� = Q0 + �
j=1

n

�Q j
�c� cos mj�t + Q j

�s� sin mj�t� �27�

where Q j
�c� and Q j

�s� �j=1, . . . ,n� are vectors of cosine and sine
harmonic coefficients marked by superscripts �c� and �s� accord-
ingly; Q0 is a vector of constant components of the displacements
and mj �j=1, . . . ,n� are specific numbers of harmonics that are
kept in the displacement expansion in addition to the constant
component. Equation �27� and similar expansions obtained for the
nonlinear forces, f�q�t� ,��, and for the periodic excitation forces,
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p�t�, are substituted into the equation of motion, Eq. �1�, and
equating coefficients from the same harmonics gives a nonlinear
multiharmonic equation of motion, which contains all harmonic
coefficients for all DOFs included in the model. Using methods
developed in Refs. �14,15� the equation of motion can be obtained
in the following form:

R�Q,b� = Q�b� − Q̃ + A���F�Q,b� = 0 �28�

where Q= �Q0 ,Q1
�c� ,Q1

�s� , . . . ,Qn
�s��T is a sought vector of harmonic

coefficients for DOFs where nonlinear forces are applied and Q̃

= �Q̃0 , Q̃1
�c� , Q̃1

�s� , . . . , Q̃n
�s��T is a vector of harmonic coefficients of

the forced response calculated for a structure with all nonlinear
contact interface forces assumed to be zero. A���
=diag�A�0� ,A1�m1�� , . . . ,An�mn��� is a multiharmonic fre-
quency response function �FRF� matrix of the linear structure,
which is combined from FRF matrices for all harmonics included
into the multiharmonic expansion. F�Q ,b�
= �F0 ,F1

�c� ,F1
�s� , . . . ,Fn

�s��T is a vector of nonlinear contact forces,
which is dependent on the displacements, Q, and on a vector of
friction contact parameters. It is important to note that all DOFs,
which do not have nonlinear interaction forces, are excluded here
without loss of the model accuracy.

Solution of Eq. �28� is performed using the Newton-Raphson
method. For efficient calculation of the solutions over some range
of parameter variation �such as excitation frequency, gaps, friction
coefficient, etc.� so-called “continuation,” solution tracing meth-
ods are applied �see, e.g., Ref. �15��. These methods provide an
efficient choice of the step size for the parameter variation, to-
gether with the calculation of solution approximations for each
step, and ensure tracing of the solution belonging to the same
solution branch from manifold of solutions that are usually inher-
ent for an essentially nonlinear structure. In accordance with the
Newton-Raphson method the solution vector, Q*, is obtained from
the following iterative process:

J�Q�k���Q = R�Q�k�� Q�k+1� = Q�k� + �Q �29�

where J=�R /�Q=I+A����F /�Q is the Jacobian of the nonlinear
equation �28�, I is the identity matrix, and superscript �k� indicates
the iteration number.

Analytical Expressions for First- and Second-Order Sensi-
tivity Coefficients for Multiharmonic Forced Response. First-
and second-order sensitivity coefficients with respect to the con-
tact parameters, bj, i.e., �Q /�bj and �2Q /�bi�bj, can be obtained
analytically by differentiating Eq. �28�. Resulting expressions for
the determination of the sensitivity coefficients take the form

J
�Q

�bj
= − A���

�F

�bj
�30�

J
�2Q

�bi�bj
= − A���� �2F

�bi�bj
+

�

�bi

�F

�Q

�Q

�bj
� −

�J

�bi

�Qn

�bj
�31�

where

�J

�bj
= A���� �

�bj

�F

�Q
+

�

�Q

�F

�Q

�Q

�bj
� �32�

The Jacobian J needed for the sensitivity evaluation is obtained
as a by-product of the forced response analysis and, moreover, LR
factorization of the Jacobian is calculated during the last Newton-
Raphson iteration. Owing to this, the calculation of the sensitivity
coefficients does not incur a significant computation cost since
this calculation requires the solution of only one additional linear
algebraic equation with already factorized matrix. The right-hand
part of Eq. �30� contains derivatives of the friction contact inter-
face forces and stiffness matrices. Their accurate and effective
calculation is a very important problem, which is discussed in the
following section.

Nonlinear Friction and Unilateral Contact Modeling Allow-
ing Exact Sensitivity Coefficient Calculation. Calculation of the
first-order sensitivity of the forced response requires determina-
tion of the sensitivity of the nonlinear contact interaction forces to
variation of the friction contact parameters, �F /��, together with
the tangent stiffness matrix, �F /�Qn, and nonlinear contact inter-
action forces, F�Qn�. All these expressions have been derived ana-
lytically in Refs. �15–17� for a general case of a friction contact
with variable normal load. Clearances and interferences are also
included into the contact models developed there and unilateral
character of the interaction forces acting along the normal direc-
tion to the contact surface is accounted for. Parameters of the
friction contact interfaces considered in those papers include �i� a
clearance/interference value, g; �ii� normal load/stress, N0; �iii�
friction coefficient, �; �iv� normal stiffness of the contact surface,
kn; and �v� tangential stiffness of the contact surface, kt.

Forces occurring at the friction contact interface are expressed
in terms of the relative displacement along a direction tangential
to the contact surface, x���, and a normal relative displacement,
y���. Expressions for tangential and normal components of the
interaction forces for all possible contact conditions are shown in
Table 1.

Conditions for alternation of the contact conditions are given in
the second column of Table 1. These conditions determine time
instants, � j, when the contact condition changes from stick to slip
or from being in contact to separation and back.

For the determination of the second-order sensitivity coeffi-
cients a vector of second-order derivatives of the nonlinear inter-
face forces, �2F /�bj

2, matrix of derivatives of the nonlinear inter-
face tangent stiffness matrix with respect to the parameter
analyzed, ���F /�Qn� /�bj, and a matrix of derivatives of the prod-
uct of the tangent stiffness matrix and first-order sensitivity coef-
ficients, ���F /�Qn�Qn /�bj� /�Qn, with respect to the harmonic co-
efficients of the displacements have to be determined.

These vectors and matrices have been derived analytically and
obtained in an explicit form in Ref. �17�. Owing to the analytical
derivation for all matrices necessary for the calculation of first-
and second-order sensitivity coefficients, they are calculated ex-
tremely fast and with very high accuracy. As a result the time
needed for the calculation of the right-hand parts of Eqs. �30� and
�31� is negligible compared with the computational expense nec-
essary for forced response calculation, and in practical calcula-
tions the sensitivity analysis does not cause a noticeable increase
of calculation time.

Test Case Studies
As an example, forced response of an ADTurbII blisc �see Ref.

�18�� with cottage-roof �CR� underplatform dampers �UPDs� is
analyzed. The blisc consists of 24 blades, and a finite element
model of its one sector contains 21,555 DOFs. The UPD is mod-
eled by a damper model developed in Ref. �19�. Finite element
�FE� blisc and UPD models are shown in Fig. 3. In the numerical
studies presented here a cyclically symmetric bladed disk is con-
sidered and it is assumed that the stochastic variation of UPD
parameter keeps the structure cyclically symmetric. As a result of
this assumption, specific effects caused by blade and UPD mis-
tuning �e.g., see Ref. �20�� are not considered here.

Table 1 Forces of the friction contact interaction

Status

Condition of the
contact state
alternation Tangential force, fx

Normal
force, fy

Stick fx���= ��fy��� kt�x−x�� j����fy�� j� N0+kny
Slip �ktẋ���=�knẏ��� ��fy

Separation N0+kny���=0 0 0
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The UPD model is formulated for a general case of multihar-
monic forced response analysis. It allows for inertia forces occur-
ring due to damper vibration and effects of normal load variation
on stick-slip transitions at the contact interfaces, including contact
separation. The UPD is characterized by the following parameters:
�i� damper mass, mUPD=2.6g; �ii� friction coefficient, �=0.3; �iii�
distance of the UPD inertia center from the rotation axis, r
=137 mm; and �iv� damper angle, �=30 deg �see Figs. 3�a� and
3�b��.

These UPD parameters allow determination of inertial forces:
static centrifugal and dynamic forces, and, moreover, static and
dynamic friction contact interaction forces at damper contact sur-
faces the effect of variation of the centrifugal forces with variation
of the rotor rotation speed is also included in the analysis.

The natural frequencies–nodal diameters diagram for this
bladed disk is given in Ref. �20�. The background damping due to
damping in the blisc material is assumed to be low with the damp-
ing loss factor: �=7.5�10−5. A traveling wave excitation pattern
of a 19th engine order is studied and first five odd harmonics are
used for the multiharmonic representation of the forced response,
i.e., 19th, 57th, 95th, 133rd, and 171st.

Sensitivity of Forced Response to Contact Parameters.
Forced response levels calculated for a node located at the blade
tip are plotted in Fig. 4 for cases of three different UPD mass
values. The damper mass of 2.6 g is used here as a 100% value.
For comparison, forced response of two limiting cases is also
plotted here: �i� forced response of a blisc without dampers and
�ii� forced response of a blisc with fully stuck �or welded�
dampers.

Dimensionless first-order sensitivity coefficients, sj
%, of forced

response levels with respect to all major UPD parameters are
shown in Fig. 5. A case of 100% damper mass is considered here.
One can see that the forced response is the most sensitive to all

parameters at the resonance peak. The most influential parameter
is the damper mass value: its 1% increase can result in 2.5%
reduction of the resonance response levels. 1% increase of friction
coefficient can reduce response level by 2.2%, while for damper
radius and angle change the response level by 1% and 0.14%,
accordingly.

Validation of the Sensitivity-Based Approximations. Accu-
racy of the sensitivity-based approximations �SBAs� of the forced
response has been investigated. Examples illustrating high accu-
racy of these approximations are shown in Figs. 6 and 7. Forced
response curves obtained by two ways are compared here: �i�
forced response and sensitivity coefficients are calculated for
nominal parameter values and then first-order SBAs given by Eq.
�3� are used to obtain forced response curves for new parameter
values and �ii� forced response is calculated directly for new pa-

Fig. 3 FE model of a blisc with a CR damper

Fig. 4 Forced response of the blisc with UPDs

Fig. 5 Dimensionless sensitivity of the forced response to
UPD parameters

Fig. 6 Comparison of forced responses obtained by SBAs
with accurate ones: a case of damper mass value variation

Fig. 7 Comparison of forced responses obtained by SBAs
with accurate ones: a case of friction coefficient variation
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rameter values �see, e.g., Ref. �16��.
The cases of two most influential UPD parameters are consid-

ered here: �i� damper mass �Fig. 6� and �ii� friction coefficient
�Fig. 7�. A range of parameter variation is chosen in both cases to
be 10%, which is expected to cover possible scatter/uncertainty of
damper parameters for the blisc analyzed for most cases. One can
see that the results obtained by first-order SBA are practically
indistinguishable from accurate results obtained by explicit calcu-
lation for new parameter values over the whole frequency range
analyzed and, therefore, these approximations can be used for this
bladed disk and they have been applied for calculations of statis-
tical characteristics.

Ranges of Forced Response Uncertainty. The methodology
developed above for calculation of estimates of uncertainty for
forced response caused by uncertainty of parameters of structure
has been applied to calculate uncertainty of the forced response
when uncertainty in �i� damper mass is �6%, �ii� friction coeffi-
cient: �5%, �iii� distance from rotation axis: �2%, and �iv�
damper angle: �3%. Uncertainty of forced response caused by
each of these parameters individually and forced response uncer-
tainty when all these parameters are uncertain simultaneously are
shown in Figs. 8–10 for cases of 100%, 200%, and 500% damper

mass, respectively.
The overall uncertainty was calculated using the optimization

formulation developed in this paper, and linear programming
problem was solved for each excitation frequency for which the
forced response and the sensitivity coefficients are evaluated
within the frequency range analyzed.

The forced response uncertainty is plotted as a percentage to
forced response level achieved for a current excitation frequency.
It is evident that the overall forced response uncertainty is affected
by many damper parameters and is significantly larger than the
uncertainty caused by each of the parameters individually.

For the case of 100% mass, the largest overall forced response
uncertainty of 26% is observed at the resonance frequency. Over
the rest of the frequency range analyzed the overall forced re-
sponse uncertainty is lower than 10%. There is a frequency range
�from 1.14 to 1.23� where forced response uncertainty is much
smaller than the uncertainty of the damper parameters, which is
due to the stuck damper condition observed mostly within this
frequency range.

For a case of 200% damper mass, the uncertainty of the forced
response is contained within 10% for practically all frequencies
including a resonance and a wide near-resonance frequency range
observed for this damper mass. The large uncertainty peak ob-
served at a frequency of 1.20 is due to an abrupt change of contact
conditions of the damper: at this frequency the damper begins to
alternate contact and separation from blade platform during each
vibration period. This effect is also reflected by the shape of the
forced response curve in Fig. 4, which has an angular shape in the
vicinity of this frequency.

For a case of heavier, 500% damper mass uncertainties of the
damper parameters in the assumed above ranges do not affect
forced response, and provide 0% forced response uncertainty in
frequency ranges from 0.86 to 1.43 and from 1.64 to 1.71. This is
due to the fact that in these frequency ranges this damper is fully
stuck and damper parameter variation in the ranges studied does
not affect forced response level. At the normalized frequency,
1.43, first slip-stick transitions occur and a large uncertainty peak
is observed. For excitation frequencies higher than 1.43, the over-
all uncertainty of forced response levels is less than 10%.

Characteristics of Variance of the Forced Response. Stan-
dard deviation and coefficient of variance of the forced response
were calculated as a function of excitation frequency assuming
that all damper parameters have a value 5% for the coefficient of
variance. In Fig. 11 calculated coefficient of variance, for the
forced response level, 
a /�a, is plotted, which results from
damper parameter scatter.

Similar to the uncertainty ranges, calculated in the previous

Fig. 8 Uncertainty of forced response caused by damper pa-
rameter uncertainties: a case of 100% damper mass

Fig. 9 Uncertainty of forced response caused by damper pa-
rameter uncertainties: a case of 200% damper mass

Fig. 10 Uncertainty of forced response caused by damper pa-
rameter uncertainties: a case of 500% damper mass
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section, the forced response coefficient of variance is calculated
simultaneously with a calculation of forced response levels and
without a noticeable increase of computational time.

Probability Density Functions of the Forced Response. The
derived analytical expressions for PDFs of forced response �see
Eqs. �24� and �26��, when PDFs of two of the damper parameters
are provided, were validated by comparison with PDFs obtained
by Monte Carlo simulation. Examples of such comparison are
shown in Fig. 12, where PDFs are compared for forced response
determined at two different excitation frequencies. The results of
Monte Carlo simulation are shown by vertical bar charts �in blue
for f =1.0, and in red for f =0.86� and analytically derived PDFs
are plotted as solid and dashed curves.

Two of the most significant damper parameters are assumed to
be stochastic: �i� the damper mass value has a uniform PDF within
the range of �0.24, 0.36� and has the coefficient of variance 2.9%
and �ii� the friction coefficient has a normal PDF with the coeffi-
cient of variance 2.0%. For Monte Carlo simulation 106 trial
points obeying to chosen PDFs were generated and then forced
response and the PDF histogram were calculated. In order to fa-
cilitate the comparison of the PDFs calculated at different excita-
tion frequencies, and therefore having very different response lev-
els, the normalized forced response and normalized PDFs are
plotted here. The normalization is made by dividing the forced
response by a mean value of the forced response observed at the
excitation frequency considered. Accordingly, the PDFs are mul-
tiplied by this forced response mean value.

One can see that the analytically derived curves are very accu-
rate envelopes of the Monte Carlo bar charts and, hence, results of

Monte Carlo simulation and results obtained with the analytical
formula derived are identical. Again, the calculation of PDFs us-
ing the analytical formulas based on approximations using sensi-
tivity coefficient does not require any significant computation
expense.

In Figs. 13 and 14 PDFs of the forced response are plotted for
24 different excitation frequencies uniformly distributed over the
frequency range analyzed. Forced response plots are also shown
here on the right.

The results plotted in Fig. 13 correspond to damper parameters
with the same statistical distributions as in the example above.
The results shown in Fig. 14 are obtained for a case when both
parameters, damper mass and friction coefficient, are uniformly
distributed with a coefficient of variance 2.9%. It is evident that
the PDFs of forced response change significantly with variation of
excitation frequency.

In Fig. 15 a case when all four parameters of the damper have
normal PDF with a coefficient of variance 5%. In contrast to the

Fig. 11 Coefficient of variance of forced response

Fig. 12 Comparison of the PDFs determined „i… by the Monte
Carlo simulation „bar charts… and „ii… by the derived analytical
expressions „solid curves…

Fig. 13 PDF for different excitation frequency values: normal
distribution for friction coefficient and uniform for mass

Fig. 14 PDF for different excitation frequency values: uniform
distribution for friction coefficient and uniform for mass

022503-8 / Vol. 130, MARCH 2008 Transactions of the ASME

Downloaded 02 Jun 2010 to 171.66.16.107. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



cases discussed previously, for this case PDF of forced response
stays normal, as PDFs of damper parameters are but the standard
deviation is varied.

Conclusions
An efficient method has been developed to calculate stochastic

and uncertainty characteristics of forced response for essentially
nonlinear vibrations of bladed disks. The stochastic and uncertain
parameters of friction and gap contact interface are considered.

Uncertainty ranges, coefficients of variance, and PDFs for
forced response levels are determined directly without any sam-
pling procedure for a wide frequency range analyzed as functions
of friction contact interface parameters for the first time.

The method is based on SBAs of the forced response level
constructed over a whole frequency range analyzed. The first- and
second-order sensitivity coefficients with respect to friction con-
tact parameters such as friction coefficient, gap, normal stresses,
and contact stiffness are derived analytically, which provides ex-
tremely fast and accurate calculation of the sensitivity coefficients
for strongly nonlinear vibration of large-scale FE models of real-
istic structures.

The effectiveness of the method allows uncertainty and statis-
tical characteristics of the forced response to be calculated accu-
rately and simultaneously with the calculation of the forced re-
sponse without a significant increase of the computational effort.

Numerical studies of a blisc with underplatform CR dampers
have been performed. Accuracy of the SBA of the forced response
for practical ranges of uncertainty of damper parameters has been
confirmed. Analysis of overall and individual effects of uncer-
tainty of damper parameters on the uncertainty of forced response
levels has been carried out over a large frequency range.

Analytical formulas derived for PDFs of forced response have
been validated compared with the results obtained by Monte Carlo
simulation and applied for the analysis of forced response PDFs.
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Identification of Rotordynamic
Forces in a Flexible Rotor System
Using Magnetic Bearings
A method is presented for parameter identification of an annular gas seal on a flexible-
rotor test rig. Dynamic loads are applied by magnetic bearings (MBs) that support the
rotor. MB forces are measured using fiber-optic strain gauges that are bonded to the
poles of the MBs. In addition to force and position measurements, a finite element rotor
model is required for the identification algorithm. The FE rotor model matches free-free
characteristics of the test rotor. The addition of smooth air sealed to the system intro-
duces stiffness and damping terms for identification that are representative of reaction
forces in turbomachines. Tests are performed to experimentally determine seal stiffness
and damping coefficients for different running speeds and preswirl conditions. Stiffness
and damping coefficients are determined using a frequency domain identification method.
This method uses an iterative approach to minimize error between theoretical and ex-
perimental transfer functions. Test results produce seal coefficients with low
uncertainties. �DOI: 10.1115/1.2799529�

Introduction
Historical attempts at force measurement in magnetic bearings

�MBs� have experienced limited success. methods using magnetic
flux sensors, load cells, and empirical current and position formu-
las have produced results with relatively large uncertainties. fiber-
optic strain gauge �FOSG� technology substantially improves the
accuracy of the force measurements �1�.

Traxler and Schweitzer �2� mounted piezoelectric load cells be-
tween the magnetic bearing housings and the test platform to mea-
sure reaction forces. Accelerations of the bearing housings pro-
duce forces that affect the reaction-force measurements. The
housing forces are calculated using accelerometer measurements
and are then subtracted from the measured total force to calculate
the actual force applied to the rotor. The signal-to-noise ratio is
low, and the inertial forces are large at higher frequencies.

Lee et al. �3� used a similar approach to perform system iden-
tification. They also experienced large uncertainties. In general,
this approach is problematic because the load cells must be sized
to properly secure the bearings and must have an acceptable sen-
sitivity for forces generated at high frequencies. This causes the
low frequency results to have a poor signal-to-noise ratio. The
high frequency results are suspect because the bearing motion
increases with frequency, creating extraneous force measure-
ments.

Matros et al. �4� used an empirical formula relating the bearing
currents and the rotor position to the applied force. Their formulas
neglect eddy current loss, hysteresis, and magnetic saturation ef-
fects. Matros et al. modeled hysteresis and saturation properties in
an effort to improve results. The force calculations are used to
determine bearing and seal coefficients. In specific cases, stiffness
is overpredicted by 8%.

Fittro et al. �5� measured forces on a static test rig, varying
eccentricity and force amplitude. They found that eccentricity
changes contribute to most of the uncertainty in the results. The
mean error distribution and standard deviation were 1% and 4% of
the bearing load capacity, respectively.

Gahler �6� used hall sensors to measure the magnetic flux from
the bearing poles. The rotor position and magnetic flux are related
to the force with an empirical formula. A correction algorithm is
implemented to correct for eddy currents, hysteresis, and satura-
tion. Dynamic forces are applied at frequencies from 20 Hz to
200 Hz with constant amplitude, and the force error is �11% of
load capacity. Dynamic forces are then applied at 120 Hz for vari-
ous amplitudes, and the force error is reduced to �2% of load
capacity.

Knopf and Nordmann �7� used flux measurements to identify
dynamic properties of hydrodynamic bearings. Uncertainties are
around 1% of load capacity for static measurements, but they
deteriorate to 5% with increasing eccentricity and rotor speed.

Pottie et al. �8� used several methods to determine forces of
magnetic bearings. A current and position dependent force model
is attempted, and considerable time and effort are spent trying to
map the model coefficients. Hall sensors are also attempted. A
third method is accomplished by supporting the poles �not the
bearing housings� with load cells. However, load cells with suffi-
cient sensitivity for accurate measurements allow the MB poles to
move noticeably. Accelerometers are installed to compensate for
the pole inertial forces. Unfortunately, the load cells introduce
new vibration modes and resonances. All of these methods are
unable to significantly improve uncertainties over previous meth-
ods.

Raymer and Childs �9� used FOSGs to measure dynamic forces
applied by an external exciter. This method results in dramatic
improvements in uncertainty. The uncertainty is 4 N or .1% of the
bearing load capacity. In 2002, Pavesi �10� used an empirical for-
mula based on current and position to calibrate the FOSGs at low
frequencies. The formula is believed to be sufficiently accurate at
low frequencies because of the high repeatability of the results.
This method encounters difficulties associated with parameter er-
rors in the empirical formula, and the resulting uncertainties are
not as low as in the method of Raymer and Childs.

Zutavern and Childs �11� developed a dynamic calibration for
the FOSGs. In this method, the FOSGs are calibrated using rotor
inertial force. The rotor inertial force is generated by exciting the
rotor with frequencies below the first bending mode. The cali-
brated FOSGs are then used to characterize the split natural fre-
quencies resulting from gyroscopic effects. The calibration has an
uncertainty of 9 N �2 lb� or .2% of the bearing load capacity, a
reduction by a factor of 10 from Gahler’s result.
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FOSGs have produced results with the lowest uncertainties to
date. Previous FOSG results provide justification for applying this
technology to improve the knowledge of real turbomachinery. Us-
ing force measurements from FOSGs for parameter identification
in the current test configuration provides an excellent foundation
for identification of rotordynamic forces in real turbomachinery.

Theory of Operation

Test Rig Description. The MBs �1� �see Fig. 1� have a load
capacity of 3560 N and support a steel rotor �2� weighing 2130 N.
Disks �3� provide substantial rotational inertia and, accordingly,
gyroscopic coupling. The laminated sleeves �4� are the surface on
which the magnetic force is exerted. Auxiliary bearings �5� sup-
port the rotor when it is not levitated. The brakes �7� can be used
to rapidly decelerate the system if the rotor delevitates. The pulley
�9�, coupling �6�, and quill shaft �8� transfer torque from the mo-
tor. The test stand base �10� is constructed of 19 mm steel plates
with a 76 mm steel top.

The test rig has four FOSGs bonded to the poles of each MB.
For both bearings, the FOSGs are oriented as shown in Fig. 2. The
FOSGs are offset from the centerline of the pole groupings; how-
ever, poles within a group act in unison, and, accordingly, FOSG
measurements represent the force applied by each pole. Forces are
measured at both ends of the rotor. The combination of force and
position measurements provides the necessary information for pa-
rameter identification.

Air Seal Design and Theory. The test rig, described previ-
ously, has been modified by adding back-to-back annular gas seals
at the axial center of the rotor to produce suitable forces for iden-
tification. An air seal with a radial clearance of 305 �m and a
length of 102 mm is selected based on the FE analysis of seal
force characteristics.

The seal assembly shown in Fig. 3 is located at the rotor mid-
span. The smooth air seal halves �1,2� are clamped by the lower
housing �3� and the upper housing �4�. The end seal halves �5,6�
have exhaust ports that divert the air away from the test rig. The
base plate �7� supports the stands �8� that bolt to the lower hous-
ing. The adapters �9� are used to center the seals about the rotor.
Swirl rings �10� are pressed into the air seals to control the pre-
swirl conditions.

Historical and current test results for smooth air seals indicate
that the model from Eq. �1� is representative of smooth seal forces
for an eccentricity ratio of less than 0.5 �12�. Cross-coupled damp-
ing terms are excluded as they are not historically observed in this
seal configuration. The radial forces fx and fy applied to the rotor
are modeled as stiffness and damping forces associated with radial
displacements and velocities or the rotor at the seal. Note that the

diagonal terms are equal, and the off-diagonal terms are equal and
opposite. In addition, the cross-coupled damping forces are con-
siderably smaller than the other forces, and are neglected for the
purposes of identification. This limits the number of parameters
for identification to 3. The focus of the present research is on
identifying these parameters

� fx

fy
� = − � C c

− c C
�� ẋ

ẏ
� − � K k

− k K
��x

y
� �1�

Experiment

System Model. The identification method described later re-
quires an accurate model of the rotor. The rotor is modeled using
finite elements described in �13�. At constant running speed �,
Eq. �2� displays the general linear equation of motion for the rotor.
The mass, gyroscopic, and stiffness matrices are developed from
the rotor geometry and mechanical properties �14�

Fig. 1 Magnetic bearing test rig for rotordynamic testing. The test rig is located at the Turbo-
machinery Laboratory, Texas A&M University, College Station, TX. It is currently used to de-
velop new rotordynamic force identification methodologies.

Fig. 2 Axial view of magnetic bearing poles, axes, and fiber-
optic strain gauge locations
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Mq̈ − �Gq̇ + Kq = F �2�

The vector of generalized coordinates q includes 4 degrees-of-
freedom at each station along the length of the rotor. Radial dis-
placements of the rotor along two orthogonal axes are included as
are rotations about those axes. Equation �3� shows the arrange-
ment of the displacement and rotation variables within the gener-
alized coordinate vector

q = �x1 y1 �x1
�y1

¯ xn yn �xn
�yn

�T �3�

The model is tuned to match the natural frequencies and mode
shapes for the first three free-free bending modes. The resulting
model-experimental agreement ensures that the model accurately
captures necessary dynamics of the rotor.

The seal coefficients contained in the seal damping and stiffness
matrices Cs and Ks, respectively, can be readily added to the rotor
model. For the parameter identification process, the rotor model
matrices are known �constants�, and the seal coefficient matrices
are treated as unknown �variables�

Fs = − Csq̇ − Ksq

Mq̈ + �Cs − �G�q̇ + �Ks + K�q = F

Cs = �
0

�

C 0

0 C

�

�
Ks = �

0

�

K k

− k K

�

� �4�

Frequency Domain Identification. Frequency domain identi-
fication is accomplished by experimentally measuring dynamic
flexibility transfer functions �DFTFs� using the MBs, and then

matching the experimental results with modeled DFTFs. In Eq.
�5�, the DFTF matrix H is a function of excitation frequency �. It
describes the relationship between the force applied at the MBs
and rotor position at the MBs

XMB = H�j�� � FMB �5�

MB forces are represented by a horizontal �x� and a vertical �y�
component at each MB. The DFTF matrix in Eq. �6� contains 16
complex valued frequency dependent terms to describe the rotor
response at each bearing

�
xMB1

yMB1

xMB2

yMB2

� = �
H11 H12 H13 H14

H21 H22 H23 H24

H31 H32 H33 H34

H41 H42 H43 H44

��
Fx

MB1

Fy
MB1

Fx
MB2

Fy
MB2

� �6�

Experimental DFTFs are computed using spectral analysis.
DFTF computation requires four independent excitations at each
test frequency. The rotor is excited using sequential, single fre-
quency excitation with frequencies ranging about the rotor natural
frequency of 140 Hz.

Modeled DFTFs are computed from the finite element model
�FEM� �Eq. �4��, and then fitted to the experimental DFTFs using
a standard nonderivative search minimization algorithm. The seal
parameters are identified as coefficients that minimize the theoret-
ical versus experimental error in the least-squares sense. Other
frequency domain identification approaches are outlined in the
literature by Maslen et al. �15�, Wang and Maslen �16�, and Wang
et al. �17�.

Tests are conducted at 0 rpm and 7700 rpm. For the 0 rpm
cases, the tests are repeated ten times to obtain uncertainties at
each frequency. Uncertainties are used to estimate seal coefficient
uncertainties, assuming random experimental errors. The process
of determining the seal coefficients is detailed below:

1. The experimental DFTFs and uncertainties are measured.
DFTF uncertainties are characterized by calculating the stan-
dard deviations in the test results for repeated tests at 0 rpm.

2. The FEM DFTFs are computed using an initial set of seal
coefficient values �predictions from a seal code� for the seal
coefficients. The rotor model �excluding seal terms� is
known, and is not altered during the identification process.

3. The errors between the measured DFTFs and FEM DFTFs
are computed for each test i. The total error vector e is a
column vector of all the errors for each transfer function and
each test frequency

Ei = Hi
measured − Hi

predicted

Ei = �Ei,1 Ei,2 Ei,3 Ei,4 �

ei = �
Ei,1

Ei,2

Ei,3

Ei,4

�
e = �

e1

e2

]

en

� �7�

4. The sum of the error squares J is computed. The error terms
were initially weighted inversely to the corresponding vari-
ances to obtain a maximum likelihood solution. However,
test rig and sensing limitations cause an unweighted error
calculation to produce superior results

J = eTe �8�

Fig. 3 Air seal assembly installed at the axial center of the test
rotor on the magnetic bearing test rig. The seal is added to
produce representation rotordynamic forces for identification.
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5. A multidimensional unconstrained nonlinear minimization
algorithm known as the Nelder-Mead simplex method is
used to iterate �repeating steps 2 through 4� with new FEM
seal coefficients to find the local minimum of J �18�.

6. Once the seal coefficients are identified, a Monte Carlo un-
certainty analysis is performed. The experimental DFTF val-
ues are perturbed with errors based on test measurement
uncertainty. The identification process is repeated for 10 sets
of perturbed experimental DFTFs. A statistical analysis of
the seal coefficient identification results yields standard de-
viations for each of the identified seal coefficients.

The parameter values that minimize J solve the local least-
squares minimization problem. If convergence is achieved, the
parameters are, therefore, guaranteed �locally� to achieve the best
fit in the least-squares sense.

Results and Conclusions
The frequency domain identification results display a remark-

ably accurate identification. Figures 4 and 5 �Annex A� display the
amplitudes of the experimental DFTFs and identified FEM
DFTFs. The former figure shows results for a nonrotating test with

no seal inlet preswirl, and the latter displays results at 7700 rpm
with preswirl. The subplot locations indicate the Hij position
within the DFTF matrix from Eq. �6�.

The identified seal coefficients are displayed in Table 1. All test
cases are repeated for comparison. In some cases, the results from
the repeated test fall within the standard deviations. In other cases
this is not true; i.e., direct stiffness K for the tests with preswirl at
0 rpm.

This demonstrates that there are changes in the results that are
not explained by random errors. Some possible explanations in-
clude change in seal location, operating conditions, and seal
roughness. Regarding the variation in direct stiffness, a compari-
son of the 0 rpm preswirl DFTFs reveals a shift in the natural
frequency observed in the repeated test results. The natural fre-
quency shift indicates the influence of extraneous experimental
conditions rather than random error. Additionally, note that the
difference in force levels for the identified direct stiffness coeffi-
cients from the two tests is only 3.4 N �.8 lb�, which is .1% of the
bearing load capacity.

These results are consistent with uncertainty claims from the
previous tests programs on this test rig �1,9–11�. The conclusion is
that the uncertainties for the frequency domain identification, at
most, correspond with force levels of .1% of load capacity. In

Fig. 4 Amplitudes of DFTFs for experimental test results and the identified FEM model. This test case occurs at 0 rpm with no
seal inlet preswirl. Subplot locations correspond to Hij locations within the DFTF matrix.
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some cases, smaller uncertainties appear reasonable. The statisti-
cal uncertainty analysis indicates that, in the absence of all but
random errors, uncertainties of .01% to .05% of load capacity are
achievable.

Extensions
Impeller coefficient testing has been a primary motivation for

the present research, and there are significant commonalities wor-

thy of mention. Impeller forces likely produce significant changes
in the system response versus the free rotor behavior. In particular,
destabilizing impeller forces, potentially the cause of many his-
toric cases of compressor instability, will be readily observable
from DFTFs. The availability of compressors with MBs provides
not only the ability to use the MBs for testing, but also a reduction
in the system complexity from an identification standpoint. The
MBs are not part of the identification system model; the MB

Fig. 5 Amplitudes of the DFTFs for experimental test results and the identified FEM model. This test case occurs at 7700 rpm
with seal inlet preswirl. Subplot locations correspond to Hij locations within the DFTF matrix.

Table 1 Air seal coefficient identification results

Preswirl
�-�

�
�rpm�

K
�N/m�

K
Standard Deviation

C
�N s /m�

C
Standard Deviation

k
�N/m�

k
Standard Deviation

N 0 −1.93�106 4.17�104 7.26�103 8.77�101 — —
N 0 −1.96�106 3.69�104 7.49�103 7.71�101 — —
N 8000 −2.00�106 2.26�104 8.97�103 3.37�101 1.74�106 2.84�104

N 7700 −2.09�106 2.22�104 1.07�104 4.94�101 2.20�106 2.96�104

Y 0 −1.70�106 2.63�104 7.85�103 2.34�102 8.18�106 1.96�105

Y 0 −2.04�106 2.05�104 8.11�103 2.87�102 7.88�106 2.65�105

Y 7700 −2.97�106 2.57�104 1.01�104 8.12�101 1.16�107 8.83�104

Y 7700 −2.94�106 2.00�104 1.14�104 2.39�105 1.21�107 2.26�105
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forces act as external excitations to the system. Using MBs as
calibrated exciters, therefore, creates a unique ability to limit the
model requirements to the rotor characteristics and the impeller,
seal, or other rotordynamic forces. This identification method pro-
vides the opportunity to accurately identify a variety of rotordy-
namic forces in flexible rotor systems.
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New Steps to Improve
Rotordynamic Stability
Predictions of Centrifugal
Compressors
Improved rotordynamic stability is desired by end users, and centrifugal compressor
manufacturers are expected to meet, if not exceed, this expectation. Compressor manu-
facturers are required to design and build machines that are rotordynamically stable on
the test stand and in the field. Confidence has been established in predicting the excita-
tion forces from seals and bearings, but impeller aerodynamic excitation forces continue
to be a challenge. While much attention is paid to impellers from an aerodynamic per-
formance point of view, more efforts are needed from a rotordynamic standpoint. A
high-pressure, reinjection centrifugal compressor is analyzed in order to predict rotordy-
namic stability using the best available resources for seals and bearings. Impeller shroud
forces are predicted using the bulk-flow model developed by Gupta and Childs (Gupta,
M., and Childs, D., Proc. of ASME Turbo Expo 2000, Power for Land, Sea, and Air).
Each impeller stage is analyzed and an attempt is made to improve the estimation of
impeller aerodynamic excitation forces. Logarithmic decrement (log dec) predictions for
the full rotor model consisting of all the stages and seals are compared to the full-load
full-pressure test measured values using a magnetic bearing exciter. A good correlation is
obtained between the measured test results and analytical predictions.
�DOI: 10.1115/1.2799531�

Keywords: rotordynamic coefficients, rotor stability, impeller-shroud forces, magnetic-
bearing exciter

Introduction
Reinjection compressors, used to inject natural gas into oil

wells at pressures ranging from 100 to 700 bar, have traditionally
created rotordynamic challenges due to high pressure and density.
As a rule, the instabilities are load versus speed dependent. Spe-
cifically, in the past, above a limiting load condition �head rise�,
the rotors could display subsynchronous unstable motion at the
rotor’s first natural frequency. Rotordynamicists over the years
have successfully followed the dual approach of excitation source
elimination and vibrations absorption.

The “Kaybob” compressor instability was eliminated by stiff-
ening the rotor �Smith �1� and Fowlie and Miles �2��. “Ekofisk”
injection compressor instabilities were eliminated by several
changes, including shortening the bearing span by 140 mm
�5.5 in.�, modifying the bearings, increasing the “back-wall”
clearances on both sides of the impellers, using a squeeze-film
damper at the coupling-end bearing, and building a new rotor
�Geary et al. �3�, and Cochrane �4��. Several other improvements,
such as reducing the bearing span, removing vane diffusers, re-
ducing labyrinth diameters, providing shunt hole injection, build-
ing swirl brakes, and using hole pattern damper seals have greatly
improved rotordynamic stability. While most of those enhance-
ments have been towards bearings and seals, very little effort has
been made in studying impellers and their influence on rotordy-
namic stability. Although several validated commercial codes are
available for predicting rotordynamic characteristics of seals and

bearings, none exists for impellers. Over the years, the prediction
tools for seals and bearings have gained several validations and
have been greatly improved. Unfortunately, this is not true for
impellers from a rotordynamic standpoint. Predicting accurate im-
peller forces continues to be a challenge; thus, a complete rotor-
dynamic analysis is difficult to perform.

The only modeling tool widely used in predicting the impeller
aeroexcitation comes from the Wachel and von Nimitz �5� purely
destabilizing empirical model (Eq. �1�) for the aerodynamic forces
�in. lb sec units� and is given in Eq. �2�

− � fX

fY
� = � 0 Q

− Q 0
��X

Y
� �1�

Q = 	6300 � HP � MW

D � ht � RPM

 �

�D

�S
�2�

where HP is the horsepower, MW is the molecular weight of the
gas, D is the impeller outside diameter, ht is the impeller tip open-
ing at discharge, and �D and �S are the fluid densities at discharge
and suction, respectively. The current API standard uses MW
=30 for the calculation of cross-coupled stiffness, and is a modi-
fied Wachel’s formula. It combines all possible stabilizing actions
caused by damping from the impellers and all destabilizing force
actions from the impellers into one purely destabilizing element to
be applied at the center of the rotor model. Some analysts have
tried to further refine the Wachel model’s application by calculat-
ing labyrinth seal forces and then using Wachel’s model separately
to account for the unknown forces that are required to explain
observed instabilities.

Memmott �6,7� introduced the modal predicted aerocross cou-
pling �MPACC� number. This number is defined as
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MPACC = 189,000 � �
j=1

NI
HPj

N � Dj � hj
	�d

�s



j

xj
2 �3�

where xj is the modal coordinate of the stage. By taking a modal
sum based on the first forward whirling mode shape, an effective
aerocross-coupling coefficient �Kxy� is calculated and applied at
the midspan of the rotor. This has been benchmarked on numerous
test cases operating with different mole weight gases, and has
been successfully used by the author’s company.

Since the introduction of Wachel’s destabilizing aeroexcitation
formula, research interest has slowly arisen in the study of impel-
ler dynamics and rotordynamic characteristics. Bolleter et al. �8�
presented rotordynamic-coefficient data for several pump impel-
lers. Childs �9� then compared Bolleter’s test data with reasonable
success to his bulk flow model for pump impellers. Yoshida et al.
�10� made flow and pressure measurements in the back shroud/
casing clearance of an inclined precessing centrifugal impeller and
integrated the unsteady pressure distribution to obtain the fluid
moment on the precessing impeller shroud, showing good corre-
lation between bulk flow model and test measurements. However,
they never made force measurements on the shrouded impeller.

Gupta and Childs �11� presented a bulk-flow model for the
annular flow paths between the impeller shroud and its adjacent
housing based on Childs’ �9� earlier work for pump impellers.
They predicted both the force and moment coefficients for a com-
pressor impeller shroud surface using the reaction-force/moment
model of the form given in Eq. �4�, where �X ,Y� and ��Y ,�X� are
components of the impeller’s displacement and rotation vectors,
and �fX , fY� and �MY ,MX� are components of the impeller reaction
force and moments.

− �
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fY
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 = �
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The above model accounts for shroud forces, but does not con-
sider potential impeller-diffuser interaction forces. Gupta and
Childs �11� reported a more stable stage than that predicted using
Wachel’s model. This was in direct agreement with Memmott �6�
for a large centrifugal compressor. Memmott found poor correla-
tion between predictions and test and field experience using the
specific Wachel’s formula. While Wachel’s model predicted an
unstable compressor for Memmott’s large centrifugal compressor,
the compressor was stable in operation. Qualitatively, the
impeller-shroud model of Eq. �4� did a good job in predicting the
frequency characteristics of the measurements and an adequate
job in predicting the cross-coupled stiffness k and direct damping
C.

To date, there has not been a clear validated rotordynamic pro-
gram for impeller-shroud force predictions. Furthermore, there has
been no comparison between rotor stability predictions using the
impeller bulk-flow model and test results. Using the log dec mea-
surement technique described by Moore et al. �12� and Moore and
Soulas �13�, log dec for a reinjection machine is measured and
comparisons are made between the test results and the predictions.

Reinjection Compressor Description
The compressor used in this study is a nine-stage, noninter-

cooled, back-to-back centrifugal compressor. A sketch of a typical
back-to-back centrifugal compressor is shown in Fig. 1. The cen-
ter division wall seal is a damper seal �hole pattern seal�. The
compressor has tilting-pad radial journal bearings in series with
squeeze film dampers, a tilting-pad thrust bearing, and dry gas
seals. This unit has a 7200 psi case pressure rating. The advan-
tages of using a back-to-back machine for high-pressure reinjec-
tion applications have been mainly better thrust balance ability,
especially at off-design conditions, elimination of large diameter
balance piston resulting in less leakage, and higher damping be-
cause of the optimum location of hole pattern seal.

Fig. 1 Sketch of high pressure, back-to-back compressor

Fig. 2 Schematic of the rotor model

Fig. 3 Solid model of the magnetic bearing exciter
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Analytical Modeling
Rotordynamic modeling of this nine-stage, back-to-back, high-

pressure reinjection compressor is done by considering only the
reaction forces and no moments. A model of the rotor is built
using a rotordynamic analysis software developed by Ramesh
�14�. A schematic of the rotor model is shown in Fig. 2. For the
complete lateral analysis of this compressor, the following com-
ponents are modeled: Tilt-pad journal bearings in series with
squeeze film dampers, hole pattern division wall seal, impeller eye
and interstage stationary tooth labyrinth seals, second-section gas
balance stationary tooth labyrinth seal, and all nine impeller
stages.

Tilt-pad bearing coefficients are computed using the work of
Nicholas et al. �15�. Hole pattern damper seal coefficients are
determined using the ISOTSEAL program developed by Kleyn-
hans and Childs �16�. The toothed labyrinth seals are modeled by
the program of Kirk �17�. Impeller coefficients are calculated us-
ing both the modified form of Wachel number �MPACC� and the
bulk-flow impeller code developed by Gupta and Childs �11�. The
impeller bulk-flow code solves the turbulent bulk-flow continuity
and momentum equations to obtain full force and moment reac-
tion matrices. Therefore, a reduced reaction force only matrix of
the form given in Eq. �5� is used for the analysis

− �FX

FY
� = � K k

− k K
��X

Y
� + � C c

− c C
��Ẋ

Ẏ
�

+ � M m

− m M
��Ẍ

Ÿ
� �5�

For seals and bearings, the mass matrix is negligible and is often
eliminated in modeling.

The current approach to compute the total impeller aeroexcita-
tion involves computing the aeroexcitation for each stage and then
taking the modal sum by squaring the normalized deflection of the
first fundamental frequency. A similar approach is followed when
using the impeller bulk-flow code. The bulk-flow code produces
both cross-coupled stiffness Kxy and direct damping C; therefore,
effective cross-coupled stiffness defined in Eq. �6� is used to com-
pute the net aerocross-coupled stiffness

�kxy�Eff = kxy − C�d �6�

The first forward damped natural frequency �d in Eq. �6� is
taken as the unloaded damped frequency. In this particular study,
the loaded damped natural frequency differed only slightly from
the unloaded damped natural frequency.

Magnetic Bearing Exciter Test Setup
The Type 1 test in accordance with ASME PTC-10 test speci-

fication consisted of eight head-capacity points �1–8�, and three
additional data points �9–11� at the end of the test; all eleven
points in coordination with magnetic bearing exciter sweeps. The
three last test points were taken during the evacuation of the gas
from the test loop to obtain data at decreasing density profiles
across the compressor. These three additional points provide fur-
ther information about the effect of density on the stability of the
system. The magnetic bearing exciter was attached to the free end
of the rotor, and an asynchronous force was injected into the rotor
system to excite the first forward whirling mode. This technique
measures the rotor’s log dec as described by Moore et al. �12�. A
solid model assembly with the magnetic bearing exciter installed
on the shaft is shown in Fig. 3, and the magnetic bearing exciter
used is shown in Fig. 4.

Comparison Between Test Data and Analytical Results
Figure 5 shows predicted impeller cross-coupled stiffness as a

function of the discharge pressure for constant speed data points 6
and 9–11. The bulk-flow impeller code predicts the net aerocross
coupling forces to increase with the increase in discharge pres-
sure.

Comparison between measurement and predictions of the rotor
log dec as a function of discharge pressure is shown in Fig. 6 for

Fig. 4 Magnetic bearing used for the excitation
Fig. 5 Bulk-flow impeller code predicted cross-coupled stiff-
ness versus discharge pressure

Fig. 6 Test and predicted rotor log dec versus discharge
pressure
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the constant speed data points used in Fig. 5. Figure 6 illustrates
that system stability increases with increasing discharge pressure.
This result can be attributed mainly to the “dominance” of the
hole pattern seal at higher discharge pressures. Thus, even though
the impeller generated aerocross coupling force increases with
discharge pressure, hole pattern seals provide net positive effec-
tive damping at a faster rate than the excitations.

A good correlation is obtained between the measurement and
predictions, especially considering the stability trend with dis-
charge pressure. The small underprediction in the log dec can be
attributed to various uncertainties and the conservative nature of
predictions.

There is a small improvement in the predictions using the bulk-
flow impeller model. The impeller force excitation does not have
a significant impact on the overall system stability for this high-
pressure reinjection machine. The impeller bulk-flow code cor-
rectly predicted the increased stability and provided a slightly bet-
ter match than API-Wachel based MPACC, but the impeller
coefficients are significantly small when compared to the hole
pattern seal. Complete predictions of all the test points covering a
wide range of operating conditions are given in Table 1.

Table 1 clearly shows that system stability is maintained, even
when running at off-design conditions. Points 1 and 2, although
operating at similar discharge pressure and gas density, differ in
running speed. This change in speed produces less damping for
point 1, which is close to the overload limit. Small overprediction
occurs at points 1, 2, and 3, as shown in Table 1. Note also that the
high log dec measured at low discharge pressure is due to external
squeeze film dampers in series with the tilt-pad journal bearings.

Summary, Discussion, and Conclusions
A complete analysis of the rotor model is done using the state-

of-the-art tools available, including the newly developed impeller
bulk-flow code. Stability predictions were made for a wide range
of conditions to cover both the head changes and density influ-
ence. Predicted results using a bulk-flow model and the MPACC
numbers were compared to the measured test data results. A good
correlation is obtained between measurement and predictions. Ac-
tual impeller force coefficients were predicted by integrating the
dynamic pressure and shear stress field in the shroud-casing clear-
ance, thus providing a reasonable estimate of the impeller contri-
bution to the overall rotordynamic stability. This new model has
helped in rational estimation of the impeller shroud forces. The
results show that increasing gas density yields increased stability
when hole pattern seals are used. The measurements provide fur-
ther validation in the analytical tools and have helped in further
validating the bulk-flow code predictions. The results presented
demonstrate the low impact of impeller produced aeroexcitation
on the rotordynamic stability when hole pattern seals are used at
high discharge pressure. Clearly, hole pattern seals are the most

dominant element at high discharge pressure, and knowing the
exact running clearances in operation, although difficult to
achieve, could further improve the predictions.

It has been shown that the compressor is stable for a wide
range, and can operate satisfactorily under off-design conditions
from a rotordynamic stability standpoint.
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Nomenclature
MPACC � modal predicted aero cross-coupling

NI � number of impellers
�d � unloaded first damped natural frequency �rad/s�

� � logarithmic decrement
xj � modal co-ordinate of the stage

�kxy�Ef f � effective aero-cross coupled stiffness
HPj � horsepower of impeller j �hp�
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Fatigue Life Prediction for
Large-Diameter Elastically
Constrained Ball Bearings
The application of large-diameter bearing rings and the thereof inherited low stiffness
make them susceptible to local distortions caused by their surrounding structures, which
are often under heavy loads. The standard accepted design criteria for these bearings are
based on the estimation of the internal load distribution of the bearing, under the as-
sumption of rigid circular and flat supporting structures, that keep the bearing inner and
outer races in circular, flat, i.e., not deformed shapes. However, in the presence of struc-
tural distortions, the element load distribution can be severely altered and cannot be
predicted via the standard design criteria. Therefore, the application of large-diameter
ball and roller bearing rings as the critical components in rotating machines becomes
more of a design task than making a catalog selection. The analytical and finite element
approach for fatigue life prediction of such a bearing application is presented. The
undertaken approach and the results are illustrated based on the analysis and fatigue life
simulation of the computed tomography scanner’s main rotor bearing. It has been dem-
onstrated that flexibility of the rings can significantly reduce the fatigue life of the ball
bearing. �DOI: 10.1115/1.2772632�

Introduction

A computed tomography �CT� scanner’s main bearing must be
capable to handle radial, axial as well as overturning moment. The
four-point contact ball bearing design with one row of balls is
capable of carrying simultaneous radial, thrust, and overturning
moment loads. The four-point contact ball bearing has two ball
paths in each race. The two race path curvature centers are offset
forming a “gothic arch” between the two curvatures.

The use of rigid �nonseparable� or captured four-point contact
ball bearings is not recent. Rumbarger �1� and Pritts and Jones �2�
described their uses in radar antennas, construction equipment,
cranes, and bucket wheel excavators. Uneven internal distribution
of ball loads due to structural hard points in crane and excavator
frameworks was recognized by Pritts �3�. Filetti and Rumbarger
�4� showed a method for predicting the influence of structural
supports on the ball or roller bearing performance. Sague and
Rumbarger �5� described the core crushing type of failure in large-
diameter, case-hardened four-point contact ball bearings. The
more recent use of four-point contact ball bearings is for wind
turbine pitch and yaw bearings �6� and X-ray scanner bearings
�both medical and baggage scanners�. The design and rating of
four-point contact ball bearings are given in detail �along with
examples� by Rumbarger �6�.

There are five design criteria, all of which must be satisfied, in
order to accomplish a satisfactory and reliable four-point contact
ball bearing application �5,6�:

• sufficient bearing fatigue spalling L10 life: operating loads
• sufficient bearing static capacity: maximum or survival

loads
• prevention of surface failures: satisfactory lubrication and

sealing

• prevention of core crushing failures: adequate case depth
and core hardness

• nonrolling items �i.e., cages, ball spacers, external bolting,
integral seals� and friction torque

ISO International Standard 281 �7� is used to rate fatigue life of
ball and roller bearings. The L10 rating life is commonly used to
denote the fatigue life that will be met or exceeded by 90% of a
group of apparently identical bearings, and where life is deter-
mined by the first macroscopic evidence of spalling of either the
ball or the ball path. The statistical concept of fatigue and devel-
opment of the basic equations were first presented by Lundberg
and Palmgren �8�. Correlating computerized rolling bearing analy-
sis results to the ISO Std. 281 is described in detail by Rumbarger
and Poplawski �9�.

This paper describes the mathematical development on model-
ing of four-point contact large-diameter and elastically con-
strained ball bearing toward its fatigue life prediction. The devel-
oped procedure has been implemented in a computer program and
the generated results are presented for the case study of the CT-
scanner main bearing.

Mathematical Modeling of Four-Point Contact Ball
Bearing

The mathematical analysis of the four-point contact ball bearing
closely follows the pioneer work of Jones �10� and the private
communications for four-point contact ball bearing analysis �in
three degrees of freedom; radial, axial, and tilt� by Jones �11�.
This paper introduces improvements to these early papers and
describes the development of a computer code for the analysis of
the bearing in five degrees of freedom.

The elastic displacements of the inner race and outer race sup-
porting structures are used as movements of the inner and outer
race curvature centers �Ci, i=1, . . . ,4, see Fig. 1� and are included
in the analysis. The actual number of balls in the bearing is mod-
eled to correspond to the number of circumferential, equally
spaced nodes in the finite element model, as described by Rum-
barger �12�.

The four-point contact ball bearing in a right-hand Cartesian
coordinate system is shown in Fig. 1. The outer race is assumed
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fixed in this system and the inner race is free to displace in trans-
lation and rotation. All forces, moments, translations, and rota-
tions are positive in the positive sense of the coordinate system.
Each individual load path is defined by a line of action between
the curvature center and the ball center. Race curvature centers for
contact path 1–3 �similar description can be provided for contact
path 2–4� and ball center movements V1n and V2n of the nth ball

are described in Fig. 2. The inner race curvature centers C3 and C4
of Fig. 2 all are displaced when the inner race is displaced.

In Fig. 2, the outer race and inner race curvature centers are
allowed the initial movements S�in and A�in, which are the out-
of-roundness �S�in� and out-of-flatness �A�in� displacements
taken from the finite element model. The outer race curvature
centers �C1 and C2� are then fixed in the coordinate system. The
inner race and its curvature centers are displaced by means of
initial guesses along with an initial guess for each ball center
movement. The geometries, contact angles, and ball compressions
�ball load� of Fig. 2 are then fully defined.

Forces and movements acting on the inner race and shaft, as
well as the angular location of the nth ball are described in Fig. 3.

Method of Solution. The method of solution is to displace the
inner race and its curvature centers �C3 and C4� by means of initial
displacements of the inner race support �shaft� in five degrees of
freedom �i.e., along X, Y, Z, and about X and Y�. The analysis of
an application with the inner race fixed and the outer race free to
displace is solved by reversing the algebraic signs of the forces
and moments applied to the outer race and then applying these
forces and moments as applied to the inner race.

An initial displacement �computer generated� for each ball then
allows for the balls to be solved for force equilibrium �two de-
grees of freedom� with all four contacts by Newton-Raphson it-
eration �inner ball loop�. The ball forces acting on the inner race
�Fig. 3� are then summed to provide force and moment reactions
on the inner race. The differences between the reaction loads and
moments, and the applied loads and moments, form the error
functions �five degrees of freedom�, and equilibrium is obtained
by Newton-Raphson iteration �outer inner race loop�.

The bearing internal geometry as described in Figs. 1–3 is rep-
resented by

AF1n = �f1 − 1/2�d sin �1n� − V2n + A�1n

AF2n = �f2 − 1/2�d sin �2n� + V2n − A�2n

�1�
AF3n = �f3 − 1/2�d sin �3n� + V2n − p3n − A�3n

AF4n = �f4 − 1/2�d sin �4n� − V2n + p4n + A�4n

RF1n = �f1 − 1/2�d cos �1n� + V1n − S�1n

RF2n = �f2 − 1/2�d cos �2n� + V1n − S�2n

�2�
RF3n = �f3 − 1/2�d cos �3n� − V1n + q3n + S�3n

RF4n = �f4 − 1/2�d cos �4n� − V1n + q4n + S�4n

Fig. 1 Four-point contact ball bearing load lines and initial
contact angles „forces shown acting on ball…

Fig. 2 Race curvature and ball center movements; 1–3 path

Fig. 3 Force and moments, acting on inner race „shaft…
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li = �f i − 1/2�d sin �i� i = 1,2,3,4 �3�

where li is the axial distance from the curvature center to the
center of the bearing, and subscript i specifies the specific ball-
race contact number. The radial distance ri to the respective cur-
vature center is

ri =
E

2
− ki�f i − 1/2�d cos��i��

k1 = k2 = + 1

k3 = k4 = − 1
�4�

Since outer race contacts �1 and 2� are fixed in the coordinate
system, only initial structural shape descriptions �S�in and A�in�
change these original curvature centers.

The inner race is free to move in five degrees of freedom in the
coordinate system. Rotation about Z ��z� is bearing rotation and
does not affect curvature center displacements. Inner race move-
ment displaces each inner race curvature center �contacts 3 and 4�
as described by pin and qin seen in Figs. 2 and 3.

p1n = p2n = q1n = q2n = 0 �5�

p3n = z − �yr3 cos �n + �xr3 sin �n �6�

p4n = z − �yr4 cos �n + �xr4 sin �n �7�

q3n = x cos �n + y sin �n + �xl3 sin �n − �yl3 cos �n −
Pd

2
�8�

q4n = x cos �n + y sin �n − �xl4 sin �n + �yl4 cos �n −
Pd

2
�9�

where

�n =
2�n

Z
�10�

is the nth ball angular position and Z is the total number of balls
�see Fig. 3�.

Equilibriums of forces and moments acting on the shaft are

Fx − �
n=1

Z

P3n cos �3n cos �n − �
n=1

Z

P4n cos �4n cos �n � 0 = �1

�11�

Fy − �
n=1

Z

P3n cos �3n sin �n − �
n=1

Z

P4n cos �4n sin �n � 0 = �2

�12�

Fz + �
n=1

Z

P3n sin �3n − �
n=1

Z

P4n sin �4n � 0 = �3 �13�

Mx + �
n=1

Z

P3n�r3 sin �3n − l3 cos �3n�sin �n

− �
n=1

Z

P4n�r4 sin �4n − l4 cos �4n�sin �n � 0 = �4 �14�

My − �
n=1

Z

P3n�r3 sin �3n − l3 cos �3n�cos �n

+ �
n=1

Z

P4n�r4 sin �4n − l4 cos �4n�cos �n � 0 = �5 �15�

The individual ball load, Pin, is expressed by

Pin = Ki�in
3/2 � 0 �16�

where �in is the compression of the ball-race contact measured
between the race curvature center and the ball center. The angle
with respect to the plane �X-Y� of the bearing is the contact angle
�in defined by the race curvature center and the ball center, as
shown in Figs. 2 and 3.

�in = ��RFin�2 + �AFin�2�1/2 − �f i − 1/2�d � 0 �17�
It is convenient to use the same number of balls as nodes or gap

elements used in the finite element structural model, which repre-
sents the ball bearing. Then, the structural displacements at race
centroids can be directly converted to A�in �out-of-flatness� and
S�in �out-of-roundness� curvature center movements as the angu-
lar spacing ��n� is the same. The summation of ball loads �n=1

Z

can be treated as a line integral and adjusted to the sum over the

reduced number of balls �Z*� by �Z /Z*�n=1
Z*

� �12�.
Let us define

B = Z/Z* �18�
and introduce ball to race deflections, and introduce subscript no-
tation jk for the five degrees of freedom of loads and displace-
ments. Then, substituting formulas in Eqs. �16� and �18� into Eqs.
�11�–�15� yields

F1 − B�
n=1

Z*

K3�3n
3/2 cos �3n cos �n − B�

n=1

Z*

K4�4n
3/2 cos �4n cos �n

� 0 = �1 �19�

F2 − B�
n=1

Z*

K3�3n
3/2 cos �3n sin �n − B�

n=1

Z*

K4�4n
3/2 cos �4n sin �n

� 0 = �2 �20�

F3 + B�
n=1

Z*

K3�3n
3/2 sin �3n − B�

n=1

Z*

K4�4n
3/2 sin �4n � 0 = �3 �21�

Mx + B�
n=1

Z*

K3�3n
3/2�r3 sin �3n − l3 cos �3n�sin �n

− B�
n=1

Z*

K4�4n
3/2�r4 sin �4n − l4 cos �4n�sin �n � 0 = �4

�22�

My − B�
n=1

Z*

K3�3n
3/2�r3 sin �3n − l3 cos �3n�cos �n

+ B�
n=1

Z*

K4�4n
3/2�r4 sin �4n − l4 cos �4n�cos �n � 0 = �5

�23�
These equations can be linearized and solved iteratively by the

Newton-Raphson method.
Let xk

0, k=1, . . . ,5, be initial estimates of the displacement vari-
ables X, Y, Z, �x, and �y in that sequence in the equilibrium
equations. Improved values are

xk� = xk
0 − �ajk�−1� j k, j = 1, . . . ,5 �24�

where � j are error functions �residual forces and moments�.
The elements ajk of the stiffness matrix are

ajk =
�Fj

�xk
k, j = 1, . . . ,5 �25�
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and they are determined by differentiation of Eqs. �19�–�23�.
The ball center movements V1 and V2 �see Fig. 2� must be

determined by an inner loop iteration in order to obtain the de-
rivatives �V1 /�xk and �V2 /�xk for the outer loop iteration.

Following the nomenclature shown in Fig. 1, and substituting
the initial �design� contact angles �i� by operating contact angles
�i, one can write the equations for the nth ball equilibrium as the
summation of forces along the Z direction

P1n sin �1n − P2n sin �2n − P3n sin �3n − P4n sin �4n � 0 = 	1n

�26�

and along the X direction

P1n cos �1n − P2n cos �2n − P3n cos �3n − P4n cos �4n � 0 = 	2n

�27�

where 	un, u=1,2 are the error functions for the nth ball
equilibrium.

The Newton-Raphson matrix inversion is applied to get the ball
equilibrium: let Vm

0 , m=1 or 2, be initial estimates of the ball
center displacements V1 and V2. Dropping the subscript n for con-
venience, one can solve for ball location as

Vm� = Vm
0 − �bum�−1	u �28�

The elements bum of the matrix are

bum =
�	u

�Vm
u,m = 1,2 �29�

Substituting Eq. �16� into Eqs. �26� and �27� yields

K1�1n
3/2 sin �1n − K2�2n

3/2 sin �2n − K3�3n
3/2 sin �3n + K4�4n

3/2 sin �4n

� 0 = 	1n �30�

− K1�1n
3/2 cos �1n − K2�2n

3/2 cos �2n + K3�3n
3/2 cos �3n + K4�4n

3/2 cos �4n

� 0 = 	2n �31�
and the derivatives of Eq. �29� are calculated based on the above
equations.

The partial derivatives �Vm /�xk, m=1,2; k=1, . . . ,5, needed
for the outer loop iteration of stiffness matrix elements are ob-
tained by solving the two equations for ball equilibrium, Eqs. �26�
and �27�, until 	1n and 	2n�0, after the inner loop ball iteration
�Eq. �28�� is completed.

Case Study: Philips Computed Tomography Scanner
Main Bearing

Background. The four-point contact bearing case study is
based on a computed axial tomography scanner also known as
CAT, CT scanner, or body section roentgenography. CT is a medi-
cal imaging method utilizing tomography which, with the aid of
digital geometry processing, can create 3D images of the internals
of an object from a large series of two-dimensional X-ray images,
which are taken around a single axis of rotation. The analyzed
scanner, shown in Fig. 4, is a third generation machine where
X-ray slice data are generated using an X-ray tube �XRT� that
rotates around the patient, while sensors �DMS� are positioned on
the opposite side to the XRT. This sets high demands on the
manufacturing tolerances and the internal play of the bearing.
Data scans are progressively taken as the object is gradually
passed through the gantry.

The current bearing design has a criterion of an L10 of 420

106 revolutions, which corresponds to 6.6 years of continuous
use at 120 rpm. Because the expected life span of the CT scanner
is ten years, the calculated L10 life is compared to a ten year
continuous operation at a new design speed of 143 rpm, or an L10
life of 752
106 revolutions. The goal of the conducted study was
to validate if the current design, assembly, and the operational
loads could affect bearing reliability and ultimately lead to prema-

ture failure. The analysis is performed without the assumptions of
rigid raceways for the four-point contact bearing.

Description of Computed Tomography Scanner Rotor-
Bearing System. The main bearing for CT scanner of Philips
Medical Systems �PMS� is a four-point contact bearing made of
SAE 52100 steel. The bearing is through hardened and its inner
race is bolted to the stator while an outer race rotates with the
rotor. The rotor is machined to the specific dimensions from an
aluminum casting. The complete system with all components is
shown in Fig. 4, where the components of the most significant
masses are labeled. These are modeled as lumped masses in the
finite element model.

During the rotation, the attached to the rotor, heavy masses
contribute to significant distortions of the thin section bearing and
its supporting structure �13�, i.e., the aluminum rotor. The compli-
cated geometry of the rotor creates highly nonuniform stiffness
distribution and subsequently affects operational distortions. In
order to account for all dynamic effects, a full scale finite element
analysis was required.

During the scanning operation, the rotor system experiences
various rotational speeds depending on the specific function per-
formed, in a range from 0 rpm to a maximum of 143 rpm. To
simulate the worst load case scenario, the presented analysis has
been conducted for maximum rotational speed. In addition, the
rotor system operates with three different tilt positions, where the
most common is the 0 deg position, and occurs when the rota-
tional axis of the system is parallel to the supporting floor. The
two other operational positions are either +30 deg or −30 deg
tilts. The rotor-bearing system has a center of gravity which is
offset from the bearing center in the axial direction, and therefore

Table 1 Bearing system input parameters

Parameter name Data

Pitch diameter 31.000 in. �0.7874 m�
Ball diameter 0.500 in. �0.0127 m�
Number of balls 98
Model no. of balls 96
Conformity ratio 0.52
Contact angle 30 deg
Poisson’s ratio 0.25
Modulus of elasticity 29 Mpsi �200 MPa�
Friction start 0.006
Friction run 0.003
Diametral clearance 0.0005 in. �12.7 �m�
Rotor speed 143 rpm

Fig. 4 CT scanner, cover removed „courtesy of Philips Medical
Systems, 2005…
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creates an overturning moment. The total mass of the rotor with
all its components is around 1600 lbs �720 kg�. The parameters of
the bearing are provided in Table 1.

Results and Discussion

Background. The bearing is modeled with nonlinear springs to
simulate the stiffness of balls and the rotor is modeled using tet-
rahedral elements, where lumped masses are used to represent the
most critical and heaviest components. The finite element analysis
accounts for gravity and a rotational speed of 143 rpm. The dis-
placements of the inner and outer races of the bearing are taken
from the finite element modeling results and are used to calculate
movements of the ball-race curvature centers, as described in pre-
vious sections. An analysis with perfect raceways, i.e., no initial
structural/dynamic distortions, was also performed. The two
analyses are compared to see the impact of the distorted races
compared to the perfect �rigid� races with no distortions. The fol-
lowing sections summarize the obtained results.

Finite Element Model. The rotor and bearing’s inner and outer
races have been modeled using finite element modeling in
I-DEAS. The rotor’s model includes lumped masses representing
heavy components such as XRT, DMS �see Fig. 4�, etc., which are
connected to the rotor by bar elements. The bearing’s balls are
modeled with 96
2 nonlinear springs representing the ball-race
contact in compression and “tension” of each ball. The precalcu-
lated spring rate in compression was 10.2
106 lb / in.
�1.78 GN /m�. In order to satisfy the finite element analysis �FEA�
simulation constraints and avoid singularities, a small spring rate
of 1.0 lb / in. �17 N /m� was assigned for tension rates. Thus, the
nonlinear load deflection relationship, valid only for the compres-
sion, is the following:

P = K�3/2 = 10.2 
 106�3/2 �32�

Figure 5 illustrates the finite element model of the rotor with
lumped masses �green squares� and corresponding connector bars
�blue and white�. The inner race �green� is fixed at its bolting
positions to reduce the number of degrees of freedom and avoid
the rigid body motion. The outer race �blue� shares nodes with the
rotor at contacting surfaces and at bolting locations. The bearing
and the rotor were assigned their respective material properties.
The model consists of approximately 250,000 tetrahedral elements
and the solution time was about 1 h using a Pentium 4 personal
computer with 4 Gbyte RAM. The application of nonlinear
springs increases the solution time and the required computational
power.

The distortion of bearing rings is shown in Fig. 6. The rotor
system rotates at 143 rpm and the rotor gravity vector is at 6
o’clock, i.e., in the negative X direction according to the coordi-
nate system seen in Fig. 3. A clearance created between the inner
and the outer race at 3 and 9 o’clock positions is due to centrifugal
forces caused by the lumped masses representing the HVU units
�see Fig. 4�, which are located at just these locations on the rotor.

Ball Bearing Analysis. The input parameters for the bearing
system include load profiles and displacements from the FEA of
ball bearing load distribution. These have been used in the com-
puter program based on the development presented earlier. The
bearing parameters are listed in Table 1. All load cases run at
143 rpm and are single load cases, i.e., each case has a duty cycle
time of 100%. Positive tilt is in the sense of positive rotation
around the Y axis, as illustrated in Fig. 3. Gravity and rotational
speed of 143 rpm are applied to the model.

The gravity vector was superpositioned to simulate 4
3 differ-
ent rotational positions of the rotor. The summary of load cases is
provided in Table 2. The four analyzed positions of the rotor were
with gravity vector at 3, 6, 9, and 12 o’clock positions and with
three tilt angles, 0 deg, −30 deg, and +30 deg. The solution is
sought in terms of displacements of the spring nodes at each cur-
vature center of the bearing races, which are then used as an input

Fig. 5 Rotor and bearing finite element model

Fig. 6 Bearing distortions—inner and outer race

Table 2 Load cases—forces and moments

Load
case no.

Radial
�lb�

Axial
�lb�

Moment
�lb in�

Tilt
angle �deg�

Case no. 13
�duty time� �%�

1–4 1600 �7117 N� 0
�0 kg�

7800
�881 Nm�

0 60

5–8 1386
�6165 N�

800
�3559 N�

6755
�763 Nm�

+30 20

9–12 1386
�6165 N�

−800
�−3559 N�

6755
�763 Nm�

−30 20
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of out of flatness and out of roundness to computer code.
An additional load case, load case no. 13, combines all load

cases 1–12 to simulate a full rotation and with duty cycle time
accordingly to the specific tilt cases. Load case no. 13 consists of
load cases 1–4 at 60% of time, load cases 5–8 at 20% of time, and
load cases 9–12 at 20% of time.

All load cases with corresponding structural data gathered from
the FEA were used as an input for the final nonlinear ball load
distribution analysis.

Results. The results of the fatigue life for the analyzed bearing
are presented in Fig. 7. The black bars in Fig. 7, labeled “OoF/R”
�out-of-flatness/roundness�, represent bearing B10 life with race-
way distortions extracted from the FEA, and white bars, labeled
“No OoF/R” �No out-of-flatness/roundness�, represent B10 life in a
case of no raceway distortions, i.e., perfect raceways. The pre-
sented results show that the shortest bearing life exists for the load
cases at the 3 and 9 o’clock positions, with the lowest B10 value of
9.3 years in case no. 9. This is �the only one case� below the
required B10 of ten years, as specified by PMS. The life adjust-
ment factor, a3, see Ref. �13�, is calculated as a ratio between the
life for undistorted raceways and life of distorted raceways, and is
used as an indicator of how much the flexibility of the raceways
actually impacts the life of the bearing.

The B10 life for case no. 13 is over 19 years, which is almost
twice as much as the desired B10 by PMS, which is set to
10 years. The ball load distribution for the worst load case no. 9
�i.e., the lowest B10�, for contacts 3 and 4, is shown in Fig. 8,
where the maximum ball load is observed at contact 4 and is
137.5 lbs �611.6 N�.

Case no. 12 has the largest B10 life, which is derived from the
load distribution seen in Fig. 9. The maximum ball load is ob-
served at contact 3 and is 57.1 lbs �254 N�. In this case, the load
distribution is quite different in both shape and magnitude, as
compared to case no. 9.

The case of perfect raceways �no distortions� is illustrated in
Fig. 10. The resulting ball load distribution is much smoother as
compared with both case nos. 9 and 12. The corresponding B10 is
67 years with the resulting maximum loads being 50.7 lbs
�225.5 N� for contact 4 and 28.5 lbs �126.77 N� for contact 3.

Conclusions and Recommendations
The comprehensive mathematical modeling for the ball load

distribution for the four-point contact ball bearing has been revis-
ited. The details of mathematical modeling along with formulas
have been provided. This treatment might be useful for anyone
who wishes to investigate fatigue life of large-diameter bearings
with raceways considered as flexible.

The full finite element model has been developed to determine
bearing housing distortions in order to calculate the actual bearing

loads. The model is limited in its ability to allow deformations on
the inner race due to applied boundary conditions at bolting loca-
tions. This should, however, not significantly affect the predicted
L10 life, since the stator, which the inner race is bolted on, is fairly
stiff and should not affect the resulting race curvature distortions.

In this case study, a significant difference between the fatigue
life of the perfect bearing with no raceway distortions and the
flexible bearing ring with distortions was observed. The bearing
with flexible raceways has a life reduction factor, a3, ranging from
0.14 to 0.95, as compared to the case of perfect and rigid race-
ways. However, the analysis results indicate only one case which
has the life of 9.3 years, which is shorter than the specified re-
quirement of 10 years. It should be noted that all analyzed cases
were independent of each other and had an assumed rotor speed of
143 rpm, 24 /7, in the particular position of the rotor gravity vec-
tor, and thus they are quite different than the actual operational

Fig. 7 Load cases with corresponding L10 and a3

Fig. 8 Bearing load distribution for load case no. 9

Fig. 9 Bearing load distribution for load case no. 12
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scenarios. With all load cases combined �i.e., load case no. 13� to
more realistically simulate the actual use of the scanner, with cor-
rect duty cycle time for the different tilting conditions, the calcu-
lated life of 19 years was almost twice the required life. The over-
all summary of the predicted bearing fatigue life for all considered
cases is presented in Table 3.

Based on the analysis, and the generated results thereof, the
following conclusions can be drawn.

1. The FEA and the bearing load distribution analysis result in
B10 life which is equal or exceeds the CT-scanner design
criteria �B10 of ten years� in all load cases but one �case no.
9�.

2. When combining load case nos. 1–12 to simulate the actual
load profile and duty cycle, a bearing life B10 of 19 years is
calculated, which is twice as large as the design criteria.

3. The analyzed bearing is adequate in its design based on the
operational conditions of the studied CT scanner and the
predicted fatigue life.

Nomenclature
AF � axial distance between centers, mm
A� � out-of-flatness of curvature center, mm

B � ratio of actual and model number of balls,
Z /Z*

B10 � fatigue life that 90% of bearings endure, h
Ci � curvature center of raceway, initial position
Ci� � curvature center of raceway, displaced position
Ci� � curvature center of raceway, final position
E � pitch diameter of ball train, mm
F � applied force, N

L10 � fatigue life that 90% of bearings endure, rev.

106

K � ball to race stiffness constant, N/mm
M � applied overturning moment, Nm
O � origin or center of coordinates
Pi � ball load at contact i, N

Pd � bearing internal diametral clearance, mm
RF � radial distance between centers, mm
S� � out-of-roundness of curvature center, mm
Vm � ball center movements, mm

X ,Y ,Z � inertial coordinate system
Z � actual number of balls per row in bearing

Z* � modeled number of balls in bearing
a3 � life factor=L10 �with FEA�/L10 �no FEA�
a jk � stiffness matrix, N/m

bum � stiffness matrix, N/m
d � ball diameter, mm
f i � raceway curvature factor
li � axial distance from origin to Ci, mm

mr � millions of revolutions
n � ball counter

p ,q � inner race curvature center movements, mm
ri � radius from bearing center to curvature center,

mm

Greek Symbols
�x ,�y ,�z � rotation about X ,Y ,Z axis, rad

�i� � initial or design contact angle, deg
�i � operating contact angle under load, deg
	i � error functions for ball equilibrium, N
� � ball to race deflection, mm
� � error functions for shaft equilibrium, N or Nm
� � ball location angle in the X-Y plane, rad

Subscripts
i � contact number, 1,…,4

j ,k � stiffness coefficients 1,2,…,5
u ,m � ball iteration coefficients 1,2

n � ball number 1 ,2 , . . . ,Z
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Hydrogen-Enhanced Gasoline
Stratified Combustion in SI-DI
Engines
Experimental investigations were carried out to assess the use of hydrogen in a gasoline
direct injection (GDI) engine. Injection of small amounts of hydrogen (up to 27% on
energy basis) in the intake port creates a reactive homogeneous background for the direct
injection of gasoline in the cylinder. In this way, it is possible to operate the engine with
high exhaust gas recirculation (EGR) rates and, in certain conditions, to delay the igni-
tion timing as compared to standard GDI operation, in order to reduce NOx and HC
emissions to very low levels and possibly soot emissions. The results confirmed that high
EGR rates can be achieved and NOx and HC emissions reduced, showed significant
advantage in terms of combustion efficiency and gave unexpected results relative to the
delaying of ignition, which only partly confirmed the expected behavior. A realistic ap-
plication would make use of hydrogen-containing reformer gas produced on board the
vehicle, but safety restrictions did not allow using carbon monoxide in the test facility.
Thus, pure hydrogen was used for a best-case investigation. The expected difference in
the use of the two gases is briefly discussed. �DOI: 10.1115/1.2795764�

Introduction
Transportation systems with near-zero emission potential re-

quire innovative technologies to address the important issue of
minimization of locally/regionally active pollutants such as NOx,
unburnt hydrocarbons, soot, etc., along with a significant reduc-
tion of specific greenhouse gas emissions. In this context, use of
hydrogen for automotive power trains, involving either advanced
internal combustion engines or fuel cells, is one of the promising
future paths to be explored. However, infrastructures as well as
technologies for production and storage of hydrogen efficiently
and at a large scale are still not available and might be decades
away. Hydrogen has very special characteristics that make it at the
same time an extremely promising and challenging fuel for inter-
nal combustion engines. It is “clean” burning �the major combus-
tion product being water—but emissions must be accounted for at
the site of production�, is easily ignited, and has wide flammabil-
ity limits. Nevertheless, some important issues arise, such as on-
board storage, safety concern, preignition and backflash, combus-
tion control, emission of NOx, unburned H2 and H2O2, power
density, and some more, not least lack of infrastructure for distri-
bution. In the midterm time frame, combustion of mixtures of
hydrogen-containing gas and gasoline appears to be a good solu-
tion to combine the major advantages given by both fuels. This
would avoid many problems, especially if small amounts of hy-
drogen are produced on-board directly from gasoline by means of
a reformer. Use of hydrogen and gasoline blends seems to be
especially suitable for part load operation and reduction of emis-
sions during cold start.

Interest about addition of hydrogen or reformer gas to conven-
tional fuels has been growing over the last years. From large gas
engines for stationary applications to passenger car engines, the
investigation into this concept has been so far concentrated on
spark-ignited homogeneous combustion engines. Our previous
works gave a comprehensive characterization of the global engine

behavior and of the combustion process through detailed heat re-
lease analysis �1�, of the capabilities of this concept in the ho-
mologation cycles �2�, and of the influence of reformer gas on
laminar and turbulent premixed flame speed in engine conditions
�3�.

Our own work stemmed from earlier investigations, which as-
sessed from a global point of view the performance of a real
prototype of reformer and showed promising results in terms of
emissions �4–6�.

Other investigations also showed the combustion characteristics
of hydrogen or reformer gas blends with iso-octane or other pri-
mary reference fuels in research burners or with simulation tools,
mainly at standard conditions �Ref. �7�, for example�.

During our investigations into premixed combustion, the idea
arose of looking at whether the concept was applicable also to the
stratified combustion of gasoline in a direct-injection spark-
ignition engine. The idea is that small amounts of hydrogen can be
injected into the intake port to create a reactive background for the
combustion of the gasoline injected into the cylinder. The ex-
pected effects were as follows:

• allow delaying the ignition timing as compared to standard
gasoline operation, still having stable combustion

• allow the recirculation of large amounts of exhaust gas, still
having stable combustion

Both measures are important to reduce the tendency of gasoline
direct injection �GDI� engines to produce high quantities of NOx.
In fact, they both make the combustion temperature decreases, the
first by giving gasoline more time to evaporate and form a local
mixture whose stoichiometry is leaner than the one giving the
highest NOx formation ���1.1�, and the second by limiting the
temperature increase through the introduction of high heat capac-
ity inert gas to absorb the combustion heat as well as by reducing
the oxygen concentration in the oxidizer stream.

In normal gasoline operation, the possible ignition delay and
the exhast gas recirculation �EGR� rate are very limited, because
they cause ignition and combustion stability to deteriorate. This
results in a sudden increase of partial combustion products �un-
burnt hydrocarbons� and poor engine drivability. In principle, due
to the wide flammability limits of hydrogen, both EGR rate and
ignition delay can be increased while the combustion process re-

Contributed by the International Gas Turbine Institute �IGTI� of ASME for pub-
lication in the JOURNAL OF ENGINEERING FOR GAS TURBINES AND POWER. Manuscript
received May 18, 2006; final manuscript received September 10, 2007; published
online January 22, 2008. Review conducted by Margaret Wooldridge. Paper pre-
sented at the 2006 Spring Conference of the ASME Internal Combustion Engine
Division �ICSE2006�, Aachen, Germany, May 6–10, 2006.

Journal of Engineering for Gas Turbines and Power MARCH 2008, Vol. 130 / 022801-1
Copyright © 2008 by ASME

Downloaded 02 Jun 2010 to 171.66.16.107. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



mains stable. NOx emissions can therefore be reduced. Unburnt
hydrocarbons are also significantly reduced and the brake effi-
ciency increased. As a side effect, also a reduction of the soot
emissions can be expected, but this was not measured in our ex-
periments.

To the authors’ knowledge, the extension of the hydrogen/
gasoline blending concept to DI engines was investigated before
only in Ref. �8�. In that work, methane gas was injected in a lean
hydrogen-air mixture. Results from that research showed that the
combustion system could achieve lower hydrocarbon exhaust
emission and higher thermal efficiency compared to methane DI
spark-ignition combustion. However, the premixed hydrogen in-
creased the cooling losses to combustion chamber wall. The com-
bustion system of methane DI stratified combustion in hydrogen
lean mixture showed to be effective especially in lean conditions.

Experimental Setup
In this investigation, a single-cylinder research engine was

used. The engine is a modification of a Mercedes Benz M111,
whose specifications are listed in Table 1. The cylinder head �Fig.
1� was originally equipped with four valves. For this application,
one exhaust valve seat was shut. The spark plug was moved from
the central position to a side position in the space freed by the shut
valve, close to the gasoline injector, which was placed in the cen-
tral position. The hollow-cone injector is from Siemens. The sys-
tem is spray guided. The spark plug is NGK iridium. This was
chosen for its better performance as opposed to a conventional
Bosch plug. The very thin electrode of the NGK plug is believed
to offer a smaller surface for soot to deposit and compromise the
performance of the ignition source.

Gasoline is injected at high pressure �80 bars� through a com-
mon rail injection system. For the injection of hydrogen in the
intake port, two special injectors from Bosch and suitable drivers
were used. Each injector was placed in one of the two channels
leading to the two intake valves.

One engine speed �2000 rpm�, two loads �3 bar and 5 bar indi-
cated mean effective pressure �IMEP�—corresponding to slightly
more than 2 bar and 4 bar brake mean effective pressure �BMEP��
and different combinations of EGR rate and hydrogen additions
were investigated. Measurements were carried out at pure gaso-
line operation, 17% and 27% hydrogen contents �energy fraction�.
At 3 bar IMEP, use of EGR was also investigated, up to 30% at
27% H2. The engine was operated unthrottled. Airflow measure-
ments were not available on the test bench.

Every measurement consisted of a sweep of the ignition timing
with fixed injection end. The injection duration of gasoline and
hydrogen was varied according to the desired load and the relative
fraction of the two fuels. In particular, for every combination of
hydrogen enrichment and EGR, the total amount of fuel was de-
termined as to have always the same IMEP at the best ignition
timing for IMEP. The amount of the two fuels was then kept
constant during the ignition-timing sweep. The injection timing of
hydrogen in the intake port was set at −320°CA �crank angle�
�during the intake stroke�. The injection timing of gasoline was set
to end injection always at about −55.6°CA �electronic�. The start
of injection was varied depending on the amount of fuel to be
injected.

The pressure indication was averaged over 290 cycles. The heat
release rate was calculated using our internal code, which is based
on a detailed two-zone model. The calculation is based upon mea-
sured quantities �cylinder pressure, fuel consumption, EGR rate,
and others�. The code takes into account the mass transfer in the
piston ring gap and the mass losses due to blow-by. For the de-
termination of the state-dependent gas properties cv, cp, etc., both
dissociation and real gas properties are taken into account. The
wall heat losses are estimated through the Woschni model.

In what follows, the amount of hydrogen is always expressed as
percent fraction of the total energy yielded by hydrogen. The co-
efficient of variation �COV� of the IMEP is a global indication of
the engine stability:

COVIMEP =
�IMEP

IMEP
� 100�%�

Here, �IMEP is the standard deviation of the indicated mean effec-
tive pressure, calculated over the whole set of single engine
cycles. A value of about 10% is normally considered to be the
ultimate drivability limit �9� but it is rather high if compared to
what is normally accepted as standard for car engines. The present
engine exhibited in many operating conditions a COV of about
10% or higher. It should, however, be taken into account that this
is a single-cylinder engine and that it was neither originally de-
signed nor optimized for direct injection operation.

Results

3 Bar Indicated Mean Effective Pressure Without Exhaust
Gas Recirculation. Figure 2 illustrates engine stability and power
output versus ignition timing at pure gasoline operation and at
17% and 27% hydrogen additions. In general, hydrogen additions
improves the stability of the combustion process. When the frac-
tion of hydrogen in the fuel blend becomes larger, the optimal
ignition point for best stability �lowest COV� lies earlier in the
cycle. As expected, hydrogen addition widens the ignition win-
dow, but the effect is clearly stronger for early ignition timings
than for late ignition. In all cases, the deterioration of the com-
bustion stability is very sharp for too early ignition and more
gradual for late ignition.

It is, in general, known that addition of hydrogen to gasoline
increases the flame speed and widens the flammability limits, but

Table 1 Engine specifications

Engine Daimler Benz Basis M 111
One-cylinder
Stroke: 86.6 mm, Bore: 89.9 mm
Compression ratio: 10:1
Two intake valves, One exhaust valve

Injection Intake channel injection from Bosch
Direct injection from Siemens: �hollow-cone injector�;
Rail pressure: 80 bars

Ignition
system

Coil from BMW,
Transistor from Bosch
Spark plug from NGK

Brake ELIN, asynchronous motor/generator
EGR Water-cooled, one-way valve, water trap
Oil and
water
conditioning

Oil and water pump: external actuation
Electrical heating with water heat exchanger
Monitoring elements for temperatures and pressures

Fig. 1 Cylinder head
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the effect is much stronger in rich mixtures than in lean mixtures.
This means that rich mixtures between hydrogen and gasoline are
more reactive and easily ignitable than lean mixtures. Figure 3
illustrates in a qualitative way how the mixture stoichiometry
changes with time at the spark plug location during injection and
evaporation of the gasoline spray. This kind of stoichiometry evo-
lution was demonstrated through CFD simulation of a gasoline
spray in the same gasoline direct injection �GDI� combustion
chamber and the optimal ignition window was confirmed by the
measured engine stability �10�. A gasoline/air mixture can be ig-
nited in a narrow window around the optimal point, which is when
��1 at the ignition source. The addition of hydrogen widens the
stoichiometry window in which the mixture can be ignited, but
mainly on the rich side. This is reflected in a widening of the
ignition window more to earlier timing than to late timing. This
agrees well with the results in Fig. 2. In general, the engine load
changes the stoichiometry profile at the spark plug, because the
curve tends to a higher value for large t, due to the larger amount
of fuel for roughly the same air. This effect changes significantly
the result in terms of extension of the ignition window, as it will
be shown later.

Figure 4 illustrates how NOx and HC emissions vary with the
ignition timing at pure gasoline operation and at two different
degrees of enrichment. The emissions are normalized by the
IMEP. HC emissions are generally lowered by hydrogen enrich-
ment in the whole ignition window. This is due to better combus-

tion stability and to the lower fraction of gasoline in the fuel
mixture. Instead, NOx emissions increase in the whole range, due
to the generally higher combustion temperatures produced by hy-
drogen. The experience from homogeneous combustion of
gasoline-reformer gas blends �1� suggests that use of reformer gas
would give same or slightly lower NOx formation than at pure
gasoline operation, because the reformer gas contains large
amounts of inert N2, whose thermal capacity limits the tempera-
ture increase due to hydrogen. The increase of NOx is particularly
evident for early ignition, when a richer mixture is burnt. This
confirms the previous observations regarding the stronger effect of
hydrogen in rich mixtures. Also for late ignition timings, hydro-
gen addition increases NOx formation as compared to pure gaso-
line operation. The little extension of the ignition window to late
timings is not enough to bring down NOx to lower values than at
gasoline operation. However, the HC-NOx trade-off �Fig. 5� is
clearly better than at pure gasoline operation. In fact, a significant
reduction of HC emission can be achieved with H2 enrichment at
same NOx levels as at pure gasoline operation.

Figure 6 shows NOx emissions versus engine stability, ex-
pressed as COVIMEP. This allows comparing emissions when us-
ing hydrogen enrichment at the same level of stability as at pure
gasoline operation. Although the present system is not a state-of-
the-art GDI engine, it is clear that hydrogen addition improves the
quality and repeatability of combustion, but at the cost of higher
NOx emissions. This is true also if the ignition timing is delayed
as much as possible, having as constraint that the same engine

Fig. 2 IMEP and COVIMEP versus ignition timing at gasoline
operation, 17% and 27% hydrogen enrichments, without EGR

Fig. 3 Qualitative evolution of the mixture stoichiometry with
time at the location of the ignition source, for gasoline and
hydrogen additions, at low load

Fig. 4 NOx and HC emissions versus ignition timing at 3 bar
IMEP, without EGR

Fig. 5 NOx versus HC emissions at 3 bar IMEP, without EGR
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stability as at pure gasoline operation is met.
In synthesis, hydrogen enrichment per se increases NOx emis-

sions. The widening of the ignition window is larger for early
ignition than for late ignition. Late ignition is not enough, alone,
to reduce NOx production from pure gasoline levels. HC emis-
sions are lowered.

Exhaust Gas Recirculation at 3 Bar Indicated Mean Effec-
tive Pressure. Hydrogen enrichment allows using higher EGR
rates than at pure gasoline operation for the same engine stability.
At pure gasoline operation, already a 10% EGR rate causes the
combustion stability to deteriorate, but the power output is slightly
higher, because of better efficiency. At 17% hydrogen operation,
the deterioration of the combustion stability caused by EGR is
smaller, and less so for even higher amount of hydrogen. This
allowed reaching 20% EGR at 17% hydrogen operation and 30%
EGR at 27% hydrogen operation. HC emissions are only slightly
affected by the EGR rate increase, unless very high EGR rates
�30% at 27% hydrogen� are used. On the other hand, 10% EGR is
already very effective in reducing NOx formation and 30% EGR
at 27% hydrogen operation can abate NOx by a factor of 5 as
compared to pure gasoline without EGR. In Fig. 7, the NOx emis-
sions for all the strategies illustrated so far are plotted. Once
again, it is clear that, at same EGR rate, hydrogen addition in-
creases NOx formation as compared to pure gasoline operation
and that the later ignition allowed by its use is never enough to

compensate the higher NOx formation. On the other hand, the
more hydrogen is used, the higher EGR rates can be achieved,
with significant abatement of NOx production.

Figure 8 illustrates the trade-off between NOx and combustion
stability, for some combinations of hydrogen enrichment and EGR
rates. If the same engine stability as in the most stable point at
pure gasoline operation is taken as target, NOx emissions can be
reduced by adding hydrogen and at same time increasing EGR by
a factor of 3 in the best case, which is 27% hydrogen enrichment
with 30% EGR.

The trade-off between NOx and HC emissions �Fig. 9� shows
that hydrogen addition and high EGR rates can effectively abate
the emissions of both pollutants. It is interesting to notice that the
lowest HC emissions can be reached already with 17% hydrogen
addition.

Figure 10 shows the trade-off between indicated efficiency and
NOx emissions. The indicated efficiency, which is calculated as
ratio between IMEP and fuel energy, increases noticeably with
hydrogen addition. Also, EGR increases the engine efficiency be-
cause the lower combustion temperatures reduce the thermal
losses. When the 27% H2–30% EGR operation point is compared
to the standard gasoline operation without EGR, the advantage in
terms of both efficiency and NOx is considerable.

The extent of the efficiency increase given by hydrogen addi-
tion is certainly astonishing and requires some more discussion.
At this regard, measurements were carried out with homogeneous

Fig. 6 NOx emissions versus engine stability „COVIMEP… at
3 bar IMEP, without EGR

Fig. 7 Comparison of NOx emission for different EGR rates
and hydrogen enrichment degrees

Fig. 8 NOx–COV trade-off for some combinations of hydrogen
enrichment and EGR rates

Fig. 9 NOx–HC trade-off for some combinations of hydrogen
enrichment and EGR rates
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charge �throttled, �=1�, at same load and level of hydrogen addi-
tion, to compare the efficiency increase. Table 2 summarizes the
most important results. First of all, it appears that, at homoge-
neous operation, hydrogen addition gives a much smaller effi-
ciency increase, stemming from reduced pumping losses and
shorter combustion, which might be compensated by higher heat
losses due to higher combustion temperatures. The second impor-
tant aspect is that the engine efficiency at pure gasoline homoge-
neous operation is higher than that at pure gasoline stratified op-
eration, although the pumping losses are four times higher. This
leads to the conclusion that the combustion quality of this system
is not optimal at stratified operation.

The efficiency increase given by hydrogen addition must there-
fore be ascribed to improved combustion quality to the largest
extent. If one considers the ratio between HC emissions �mea-
sured as C1� and CO2 emissions, it appears that the fraction of
fuel, which is not or only partially burnt, is rather large and can
account for the missing energy, more so if one considers that part
of the unburnt hydrocarbons is also oxidized in the exhaust tract
and does not reach the gas analysis. The ratio between HC and
CO2 decreases with hydrogen addition and reaches a level com-
parable to homogeneous combustion. If one now compares strati-
fied and homogeneous combustion with same hydrogen addition,
the difference in efficiency is, as expected, directly linked to the
decreased pumping losses �pumping mean effective pressure
�PMEP��, as the combustion quality is now roughly comparable.
In conclusion, this analysis reveals that the observed increase of
combustion efficiency is to some extent specific to the GDI sys-
tem used here and should not be generalized. Nevertheless, it is
clear that, besides the effect on NOx—which is the main focus of
this investigation—small amounts of hydrogen have a striking ef-
fect on combustion quality and also in a modern engine could help
to reduce HC and soot emissions remarkably. Moreover, when
looking at the efficiency increase produced by the hydrogen addi-

tion, it should not be forgotten that, in a real application, reformer
gas �more likely than pure hydrogen� would be obtained by par-
tially oxidizing gasoline through a reformer. The efficiency of a
gasoline reformer for internal combustion engine applications can
be as high as 85–90% �on a lower heating value �LHV� basis�
�11–13�. Our investigations into the combustion properties of ho-
mogeneous reformer gas/gasoline blends showed that the effi-
ciency benefit could be large enough to compensate and even
overcome the energy loss in the reformer �1�.

3 Bar Indicated Mean Effective Pressure: Combustion
Analysis. Figure 11 illustrates the rate of heat release at 3 bar
IMEP, without EGR, for the ignition timing giving best stability.
Also, the heat release rate at homogeneous operation for the igni-
tion timing giving best stability is plotted for comparison. All the
curves are shifted to account for the different ignition timings. In
the homogeneous case, hydrogen addition gives a faster start of
combustion as compared to combustion of pure gasoline. In strati-
fied combustion instead, the heat release rate in the first phase of
combustion appears to be similar for all hydrogen enrichment de-
grees. This is because in stratified combustion the limiting factor
is the evaporation of gasoline and the formation of an ignitable
mixture with air and hydrogen. After combustion has started, the
heat release rate is higher and combustion slightly faster with
increasing H2 enrichment. As it will be shown later, at higher load
this behavior is different, because hydrogen alone is already in an
ignitable stoichiometry with air; therefore, the evaporation and
mixing of gasoline is less a limiting factor.

Figures 12–14 show the duration in °CA of the three main
combustion phases, 0–5%, 5–50%, and 50–90% of the total en-
ergy release �integral of the heat release rate, IHRR�, at pure gaso-
line operation, 17% and 27% hydrogen enrichments, without
EGR. In all cases, delaying the ignition timing has a major effect

Fig. 10 Trade-off between indicated efficiency and NOx for
some combinations of hydrogen enrichment and EGR rates

Table 2 Comparison of stratified and homogeneous combustion, without EGR. For each strat-
egy, the ignition timing giving the highest IMEP is selected.

Type
H2
�%�

PMEP
�bar�

PMEP/
IMEP
�%�

COV
�%�

Indicated
efficiency

HC /CO2
�%�

CO /CO2
�%�

Strat. 0 −0.134 4.5 13.9 0.280 6.4 6.6
Strat. 17 −0.207 7.2 11.09 0.326 2.9 4.6
Strat. 27 −0.225 7.7 6.75 0.359 1.7 3.4
Homog. 0 −0.643 21.9 2.5 0.296 0.5 5.2
Homog. 28 −0.55 18.6 2.06 0.318 0.3 2.4

Fig. 11 Heat release rate for stratified operation, without EGR.
For comparison, also the heat release rate at homogeneous
operation is plotted
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on the first phase of combustion. The more the ignition is delayed,
the more the liquid fuel has time to evaporate and mix with air.
When the mixture is finally ignited, the combustion rate is higher,
especially in the region closer to the ignition source, where the
first 5% is burnt. If one compares how the duration of combustion
changes with the hydrogen amount, it results that for increasing

quantities of hydrogen the 0–5%, the 5–50% and the 50–90%
become faster in the whole range of investigated spark timings,
but the duration decrease is not large, especially from 0% to 17%
H2-enrichment degree.

When comparing the duration of the 0–5% energy release from
pure gasoline to 27% hydrogen enrichment �Fig. 12�, an interest-
ing behavior appears: The higher the hydrogen enrichment degree,
the less the combustion duration seems to be affected by the de-
laying of the ignition timing. For late ignition timing at 27% hy-
drogen, the curve tends to be flat. A possible explanation is that at
higher hydrogen enrichment degrees, the quantity of injected
gasoline is smaller and ignition can be delayed more. This means
that the smaller amount of gasoline in the vicinity of the spark
plug has more time to evaporate and mix up with air. The com-
bustion process tends therefore to shift from less to more homo-
geneous. For early ignition, the evaporation process is believed to
be the controlling mechanism that determines the duration of
combustion in the first 5% energy release, whereas for very late
ignition, the combustion speed is believed to become the main
controlling factor, which is not influenced by the ignition timing.

5 Bar Indicated Mean Effective Pressure, Without Exhaust
Gas Recirculation. Figure 15 illustrates how power output and
engine stability vary with the spark advance at higher load �5 bar
IMEP�, without EGR. The measurement with pure gasoline was
taken at a slightly higher load ��10% higher than the target, 5 bar
IMEP�. This explains why the curve is slightly shifted to earlier
ignition timings than the curves at 17% and 27% hydrogen. Tak-
ing this into account, it is possible to notice that, as already
showed at lower load, hydrogen addition increases the engine sta-
bility at early ignition timings, but in this case the most striking
effect is the stability improvement at late ignition timings, which
was not observed at lower load. Figure 16 helps explaining the
possible reason for this difference. At higher load, the global fuel-
to-air ratio � is higher and this changes the profile of the stoichi-
ometry at the spark plug location; in fact, � tends to a higher
value for large t. The more hydrogen is used, the more the flam-
mability range is extended, mainly on the rich side. For large
amounts of hydrogen, the extension on the lean side though tends
to encompass completely the stoichiometry profile at the spark
plug for large t, making possible to delay ignition to very late
timings. In fact, when carrying out the experiments, it was clear
that at higher load, as opposed to lower load, combustion of hy-
drogen was taking place also without injection of gasoline �al-
though in this case no net power was delivered by the engine�
because the stoichiometry was close or within the flammability
limit of the hydrogen/air mixture.

For what concerns emissions �Fig. 17�, at higher load as at

Fig. 12 Duration of the 0–5% combustion phase at different
degrees of hydrogen enrichment, without EGR

Fig. 13 Duration of the 5–50% combustion phase at different
degrees of hydrogen enrichment, without EGR

Fig. 14 Duration of the 50–90% combustion phase at different
degrees of hydrogen enrichment, without EGR

Fig. 15 IMEP and COV versus ignition timing at gasoline op-
eration, 17 and 27% hydrogen additions, without EGR, 5 bar
IMEP
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lower load hydrogen enrichment significantly reduces HC emis-
sions. In this case, when 27% hydrogen is used, HC emissions
remain very low even if the ignition is set to very late timings. In
general, as at lower load, NOx emissions increase when hydrogen
is used, but in this case the large ignition delay allowed by hydro-
gen addition makes possible to reduce NOx formation and keep it
at same level as at pure gasoline operation. If one compares NOx
emissions at same engine stability �Fig. 18�, it is clear that at high
load a remarkable NOx reduction ��50% from the most stable
point at pure gasoline operation� is possible even without using
EGR. The trade-off between NOx and HC emissions is shown in
Fig. 19. By delaying the ignition timing, very low emissions of
both pollutants can be achieved, even without EGR. Use of EGR
at high load can be reasonably expected to bring an even more
striking reduction.

The efficiency increase given by hydrogen is evident in the
whole range of ignition timings. For very early or very late igni-
tion, it is due to better stability. Also for the best ignition timing,
the increase of efficiency is remarkable. For instance, at −42°CA
ignition, the indicated efficiency increases from 34% at pure gaso-
line operation to 36% at 17% hydrogen enrichment to 41% at 27%
hydrogen enrichment. This is the result of better combustion sta-
bility, more complete combustion �as previously discussed regard-
ing operation at low load� and shorter combustion, which in the
considered point decreases from 74°CA duration at pure gasoline
operation to 62°CA at 27% hydrogen operation. Figure 20 illus-
trates the trade-off between indicated efficiency and NOx emis-

sions. At same efficiency as in the best gasoline operation point,
NOx emissions can be curbed by a factor of 4 at 27% hydrogen
operation from pure gasoline operation, just by delaying ignition,
without using EGR.

Fig. 16 Qualitative evolution of the mixture stoichiometry with
time at the location of the ignition source, for gasoline and
hydrogen additions, at high load

Fig. 17 NOx and HC emissions, 5 bar IMEP, without EGR

Fig. 18 NOx–COV trade-off at high load „5 bar IMEP…

Fig. 19 NOx–HC trade-off at high load „5 bar IMEP…

Fig. 20 Indicated efficiency versus NOx emissions, for in-
creasing hydrogen enrichment degree. 5 bar IMEP, without
EGR
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5 Bar Indicated Mean Effective Pressure: Combustion
Analysis. Figure 21 illustrates the rate of heat release. The curves
are shifted to take into account the different ignition timings. A
different behavior than at lower load can be observed in the way
energy is released. In this case, hydrogen addition produces a
higher combustion rate since the beginning, because at higher load
the global � is higher and the hydrogen/air mixture is already
ignitable or very close to it; therefore, the evaporation of gasoline
is less a limiting factor for the start of the combustion process.
Figures 12–14 illustrate the duration of the 0–5%, 5–50%, and
50–90% phases. Similar trends as at lower load can be observed.
In general, hydrogen enrichment shortens the duration of the
whole combustion process. In the 0–5% phase, as at lower load,
delaying ignition makes the onset phase faster. As already ex-
plained, at high load it is possible to delay ignition significantly
more than at low load. For very late ignition, the duration of the
0–5% phase seems to be less affected by the spark timing, if at all.
This is due to the fact that the fuel has reached a higher degree of
mixing with air; therefore, the development of the combustion
process is less limited by the spray evaporation. In the 5–50%
phase, extreme ignition delays make the combustion duration in-
crease, because the mixture has leaned out, causing slower flame
propagation. In the final phase, 50–90%, where the mixture is
anyhow very lean, the combustion duration for the three hydrogen
enrichment degrees seems to be not much affected by the spark
timing. The durations of the completion phase for early ignition at
17% hydrogen and for late ignition at 0% hydrogen are an excep-
tion, whose reason is not completely clear. The comparison of the
combustion durations between 3 and 5 bar IMEP can be inter-
preted as follows: In general combustion in the 0–5% phase is
rich. At high load, the mixture is richer than at low load, giving
slower flame speeds and longer duration. Combustion in the
5–50% phase is probably stoichiometric or lean, but at low load
the mixture is leaner than at high load, giving slower flame speeds
and longer duration. Finally, when the mixture is anyhow very
lean, as in the 50–90% phase, there is no large difference in the
flame speeds at low or high load, and the combustion durations lie
in the same range.

Conclusions
The different combinations of global and local stoichiometries

at the spark plug location give different results in terms of ignit-
ability and NOx formation, depending on H2 fraction, EGR rate,
and spark delay. Accounting for all the concurring effects is not
trivial but can shed light into interesting phenomena.

At lower load �lower global �� the small spark delay allowed
by H2 addition alone is not enough to compensate the higher NOx

production. On the other hand, at lower load H2 addition allows
reaching EGR rates high enough to significantly curb NOx emis-
sions.

At higher load �higher global �� the large spark delay allowed
by H2 enrichment is able alone to limit substantially NOx produc-
tion. Use of EGR at higher load is expected to give even better
results.

The indicated efficiency increases with H2 addition and EGR
operation. This is due to the concurring effects of better engine
stability, lower HC emissions, and some faster combustion. In all
conditions, HC emissions are substantially lowered by hydrogen
addition.

In general, H2 addition gives extraordinary good results in
terms of NOx, HC, efficiency, and stability when considering the
trade-offs among these quantities. At low load and with 30%
EGR, NOx can be reduced by a factor of 3 at same engine stability
as at pure gasoline operation.

Use of reformer gas instead of pure hydrogen can be expected
to give lower NOx emissions, as the inert content would limit the
temperature increase caused by hydrogen combustion. On the
other hand, perhaps lower EGR rates could be achieved when
using reformer gas instead of pure hydrogen. Also, use of re-
former gas would produce a higher global �, because of the inert
gas displacing air; therefore, an effect on ignition delay similar to
what observed at higher load with pure hydrogen could be ex-
pected.

Nomenclature
ATDC � After top dead centre

B � bore �mm�
BMEP � brake mean effective pressure �bar�

°CA � crank angle �deg�
COV � coefficient of variation of the IMEP �%�
EGR � exhaust gas recirculation �%�

� � fuel-to-air relative mass ratio, �=1 /�
HRR � heat release rate �%/°CA�

IHRR � integral of the heat release rate �%�
� � air-to-fuel relative mass ratio:

�air / fuel� / �air / fuel�stoichiometric=1 /�
IMEP � indicated mean effective pressure �bar�
LHV � lower heating value �MJ/kg�
MBT � maximum brake torque �N m�

PMEP � pumping mean effective pressure �bar�
S � stroke �mm�

SA � spark advance �°CA�
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Effect of Piston Friction on the
Performance of SI Engine: A New
Thermodynamic Approach
This paper presents thermodynamic analysis of piston friction in spark-ignition internal
combustion engines. The general effect of piston friction on engine performance was
examined during cold starting and normal working conditions. Considerations were
made using temperature-dependent specific heat model in order to make the analysis
more realistic. A parametric study was performed covering wide range of dependent
variables such as engine speed, taking into consideration piston friction combined with
the variation of the specific heat with temperature, and heat loss from the cylinder. The
results are presented for skirt friction only, and then for total piston friction (skirt and
rings). The effect of oil viscosity is investigated over a wide range of engine speeds and
oil temperatures. In general, it is found that oils with higher viscosities result in lower
efficiency values. Using high viscosity oil can reduce the efficiency by more than 50% at
cold oil temperatures. The efficiency maps for SAE 10, SAE 30, and SAE 50 are reported.
The results of this model can be practically utilized to obtain optimized efficiency results
either by selecting the optimum operating speed for a given oil type (viscosity) and
temperature or by selecting the optimum oil type for a given operating speed and tem-
perature. The effect of different piston ring configurations on the efficiency is also pre-
sented. Finally, the oil film thickness on the engine performance is studied in this
paper. �DOI: 10.1115/1.2795777�

Introduction
In most previous studies on air-standard power cycles, friction

is generally neglected for simplicity of the analysis �1–4�. How-
ever, due to the high revolution speed of the engine, this assump-
tion becomes less realistic where a large percentage of engine
power is dissipated into friction. Although air-standard power
cycle analysis gives only approximation to the actual conditions
and outputs �5�, it would be very useful to study the cycle by
including the effect of friction.

It is well known that reduction of engine mechanical friction
increases the engine efficiency. Previous studies modeled the be-
havior of Otto, Diesel, and dual cycles including friction �6–8�.
However, they dealt with average values of piston coefficient of
friction and neglected type of lubricants and engine configuration
details such as engine skirt and rings. Also, the dependence of
friction on oil temperature was neglected in these studies. On the
other hand, some studies have correlated the friction encountered
in engines using empirical formulas �9,10�. In fact, these formulas
are written in terms of engine speed and such correlations ne-
glected engine operational details such as oil type, skirt, and ring
configurations.

It is a fact that a large percentage of the mechanical friction loss
in engines occur on the lubricated surfaces between the skirt and
the cylinder liner as well as between the cylinder rings and cylin-
der liner �11�. The lubrication between rings and cylinder liner is
effected by oil viscosity, oil film thickness, piston ring configura-
tion, and the operational specifications of the engine. Besides, the
friction between the piston skirt and the cylinder liner is affected
by the clearance, piston tilt, piston skirt design, and surface rough-
ness �12�. By considering energy consumption within the engine,
it is found that friction loss contributes the major portion of the
energy consumption developed in an engine. About two-thirds of

it is caused by piston skirt friction, piston rings, and bearings, and
the other third is due to the valve train, crankshaft, transmission,
and gears �13�. Similar figures were reported by Kim et al. �14�,
who were successful in reducing engine friction through liner ro-
tation. Piston ring lubrication models were used for prediction of
engine cylinder friction. An accurate representation of lubrication
conditions at the piston ring-cylinder liner interface is required for
the estimation of frictional losses. Examples of the work con-
ducted on modeling and analysis of the frictional losses at the
piston ring-cylinder liner contact are given in Refs. �15–27�.
Moreover, Xu et al. �28� presented two theoretical models that
predict friction for piston ring and cylinder liner. Their work was
compared to experimental findings. Also, Xu et al. proposed an
inter-ring gas flow model by considering the effect of orifice flow
through the ring end gap and ring side clearance �29�.

It was found that piston ring friction force was higher than
previously predicted. Also, it was pointed that fuel economy im-
provements exceeding 4% may result from combined application
of reducing lubricant viscosity and proper surface treatment �30�.
Their work was based on numerical findings using four different
simulation methodologies, such as RINGPAK. Other studies have
used RINGPAK tool in their engine friction simulation �31,32�.
Other models are also available in literature �33,34�.

The effect of viscosity on the oil film thickness and on the total
friction force is significant. The oil viscosity is temperature depen-
dent and under different engine conditions during cold start, nor-
mal operation, or severe operation condition, the viscosity of the
lubricating oil changes significantly. A model for the prediction of
the engine friction, including the viscosity effects, has been pre-
sented by Taylor �35�. The results include simulations for fully
warmed-up and cold-start conditions, where the total engine fric-
tion is investigated. Accordingly, the total engine friction imme-
diately after a cold start is about five times higher than the
warmed-up conditions �35�. Further studies have been made on
the oil film thickness of piston rings and effect of load and speed
on oil film thickness �36�. Recently, more research has focused on
the effect of oil film temperature on its thickness of piston rings
�37–40�. Their results indicated that the oil film thickness could be
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calculated by using the viscosity estimated from the oil film tem-
perature �38�. It was reported that oil film thickness between the
ring and liner increases with increasing oil viscosity �39�. There-
fore, it can be seen that the temperature dependence of viscosity,
engine operational conditions, and ring configuration are very es-
sential in analyzing friction encountered in piston skirt and piston
rings.

In the present work, a spark-ignition �SI� engine is analyzed by
including the effect of skirt and ring friction on its performance.
Different ring configurations and oil types are examined. Further-
more, the effect of oil film temperature on the skirt and ring fric-
tion is investigated. Moreover, this study evaluates the contribu-
tion of piston rings and skirt on the overall efficiency of the cycle
and on the overall friction mean effective pressure �fmep�. In ad-
dition, a temperature-dependent specific heat is considered.

Thermodynamic Analysis
Piston Friction. The piston friction work, in the combustion

chamber, consists of two major parts, which are the skirt friction
and pressure ring friction. By using Newton’s law of viscosity,
friction work is defined as

�Wirrev = ��
du

dy
�

skirt
Lskirt�D�x + ��

du

dy
�

ring
Lring�D�x �1�

The friction work �irreversible work� can be expressed in terms of
instantaneous piston speed as

�Wirrev = �
Up���

C
Lskirt�D�x + �

Up���
�

Lring�D�x �2�

where C is the skirt clearance and � is the clearance between the
liner and the pressure ring. In the present study, the value of C is
taken as a constant to represent the average clearance between the
cylinder liner and the skirt of the piston. However, � is taken as
the oil film thickness between the ring and cylinder liner. This
thickness reaches a minimum value at the bottom dead center
�BDC� and top dead center �TDC� and has higher values between
them �36,38�. The distribution of oil film thickness with crank
angle was reported �38,41�. The shape of the oil film thickness can
be approximated by a trigonometric function where minimum val-
ues at BDC and TDC and higher values in between. In the current
study, the following distribution is assumed that agrees with the
trend of previous published work:

���� = A + B�sin���� �3�

where A and B are constants. Figure 1 gives a representation of
three different distributions of ring oil film thickness obtained by
using different combinations of A and B. These values are chosen
to agree with distributions reported in literature �36,38,41�.

The instantaneous piston speed, in Eq. �2�, can be expressed in
terms of average piston speed as �11�

Up��� = Up
�

2
sin����1 +

cos���

�� �

R
� − sin2����1/2	 �4�

Thus, the friction work in Eq. �2� is written as

�Wirrev = ��D�xUp
�

2
sin����1 +

cos���

�� �

R
� − sin2����1/2	

��Lskirt

C
+

Lring

�
� �5�

Thermodynamic properties of air. In most air-standard power
cycle models, air is assumed to behave as an ideal gas with con-
stant specific heats. The values of specific heats are usually used
as cold properties. However, this assumption can be valid only for
small temperature differences. Therefore, the assumption would
produce greater error in all air-standard power cycles. In order to
account for the large temperature difference encountered in air-
standard power cycles, constant average values of specific heats
and specific heat ratios are sometimes used. These average values
are evaluated using the extreme temperatures of the cycle, and are
believed to yield better results. Obviously, this remains a rough
simplification and can result in significant deviations from reality.
Thus, the incorporation of variable specific heats in air-standard
power cycle models can improve their predictions and bring them
closer to reality.

An equation that can be used, for the temperature range
300–3500 K, is obtained from Sonntag et al. �42�. It is based on
the assumption that air is an ideal gas mixture containing 78.1%
nitrogen, 20.95% oxygen, 0.92% argon, and 0.03% carbon diox-
ide �on mole basis�. It is presented in the following equation:

Cp = 2.506 � 10−11Tg
2 + 1.454 � 10−7Tg

1.5 − 4.246 � 10−7Tg

+ 3.162 � 10−5Tg
0.5 + 1.3303 − 1.512 � 104Tg

−1.5

+ 3.063 � 105Tg
−2 − 2.212 � 107Tg

−3 �6�

The results obtained from the above equation are in agreement
with those reported in literature �43�. It is found from Eq. �6� that
specific heat at constant pressure increases with temperature from
about 1.0 kJ /kg K at 300 K to about 1.3 kJ /kg K at about
3000 K. Surely, such difference should be taken into consider-
ation. Similarly, the specific heat ratio k decreases from 1.40 to
about 1.28 within the same temperature range.

Thermodynamic analysis. For a closed system and a small
change of the process, the first law of thermodynamics is simply
written as

�Q − �W = dU �7�

Therefore, by using the definition of work, the first law can be
expressed as

�Qin − �Qloss − �PdV − �Wirrev� = dU �8�

where the irreversible work is mainly due to friction work.
For an ideal gas, the equation of state is expressed as

PV = mRgTg �9�

By differentiating Eq. �9�, we can get

PdV + VdP = mRgdTg �10�

Also, for an ideal gas with constant specific heats, the change in
internal energy is expressed as

dU = mCvdTg �11�

By substituting Eq. �11� into Eq. �10�, then

Fig. 1 Different distribution models for the ring oil film
thickness
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dU =
Cv

Rg
�PdV + VdP� �12�

By substituting Eq. �12� into Eq. �8�, the following equation is
obtained:

�Qin − �Qloss − �PdV − �Wirrev� =
Cv

Rg
�PdV + VdP� �13�

where the �Wirrev is given by Eq. �5�. The total amount of heat
input to the cylinder by combustion of fuel in one cycle is

�Qin = mfLHV �14�

The total heat added from the fuel to the system until the crank
position reaches angle � is given as

�Q��� = �Qinxb �15�

where xb is the Weibe function that is used to determine the com-
bustion rate of the fuel and is expressed as �11�

xb = 1 − exp�− a�� − �s

��
�n� �16�

where a and n equal to 5 and 3, respectively. Also, the total
amount of heat loss from the system when the crank moves an
increment of d� is given as

�Qloss =
hcgAh

�
�Tg − Tw�d� �17�

By substituting Eqs. �14�–�17� into Eq. �13� followed by differen-
tiation with respect to crank angle ���, the following equation is
obtained:

dP

d�
=

k − 1

V
��Qin

dxb

d�
−

hcgAh

�
�Tg − Tw�

�

180
� − k

P

V

dV

d�

+
k − 1

V
��Wirrev�

dx

d�
�18�

Equation �18� can be solved by using explicit finite difference
technique with second order accurate differentiation. The result is
given as

P��� =
4

3
P�� − ��� −

1

3
P�� − 2��� +

k − 1

3V
�Qin�3xb���

− 4xb�� − ��� + xb�� − 2���� +
2

3

�k − 1�
3V

��hcgAh����Tg − Tw��
1

�
−

2kP�� − ���
3V���

��V�� + ��� − V�� + ���
2��

� +
2

3

�k − 1�
3V

�Wirev
dx

d�
��

�19�

where dP /d� is expressed as

dP

d�
=

3P��� − 4P�� − ��� + P�� − 2���
2��

�20�

The instantaneous cylinder volume, area, and displacement are
given by the slider crank model as �11�

V��� = Vc +
�D2

4
x��� �21�

Ah��� =
�D2

4
+

�DS

2
�R + 1 − cos��� + �R2 − sin2����1/2� �22�

x��� = �� + R� − �R cos��� + ��2 − sin2����1/2� �23�

Once the pressure is calculated, the temperature of the gases in the
cylinder can be calculated using the equation of state as

Tg =
P���V���

mRg
�24�

The convective heat transfer coefficient in Eq. �17� hcg is given by
the Woschni model as �44–46�

hcg = 3.26D−0.2P0.8Tg
−0.55w0.8 �25�

where w is the velocity of the burned gas and is given as

w��� = �C1Up + C2
VdTgr

PrVr
�P��� − Pm�� �26�

In the above equation, the displacement volume is Vd. However,
Vr, Tgr, and Pr are reference state properties at closing of inlet
valve and Pm is the pressure at the same position to obtain P
without combustion �pressure values in cranking�. The values of
C1 and C2 are given as follows: For compression, C1=2.28, C2
=0 and for combustion and expansion, C1=2.28, C2=0.00324.

Solution Methodology
Equation �19� is solved for each crank angle for −180	�

	180 using a step size ��=1 deg. The values of �= 
180 cor-
respond to BDC whereas the value of �=0 corresponds to TDC.
The heat addition in Eq. �19� is only valid for �s��� ��s+���,
i.e., during the period of combustion. In solving Eq. �19�, notice
that k , P ,T, and hcg are coupled, i.e., solution of one of these
variables depends on the solution of others. The solution proce-
dure is as follows: By knowing the pressure of the gases at the
BDC, the initial temperature of the gases is first calculated using
Eq. �24�. Then, the value of the pressure, after an increment of ��,
is determined using Eq. �18�. Once the value of the pressure is
obtained, the temperature-dependent properties Cp�T� is calcu-
lated by using Eq. �6�. The value of Cv�T� is then determined from
the relation �Cv�T�=Cp�T�−R�. Thereafter, the value of k is cal-
culated as k�T�=Cp�T� /Cv�T�. Finally, the heat transfer coefficient
is calculated using the Woschni model given by Eq. �25�. The
above mentioned procedure is repeated for each value of � many
times until the change between two successive iterations for all
variables �T , P ,k, and hcg� is less than 10−4. After solving for the
pressure in the cylinder, the total friction work for skirt and rings
was calculated by integrating Eq. �5� for −180 deg	�	180 deg.
Then, the fmep is calculated as

Table 1 Engine and operational specifications used in
simulation

Fuel C8H18
Compression ratio 8.3
Cylinder bore �m� 0.0864
Stroke �m� 0.0674
Skirt length �m� 0.0674
Skirt clearance �m� 2.3�10−5

Connecting rod length �m� 0.13
Crank radius �m� 0.0337
Clearance volume �m3� 5.41�10−5

Swept volume �m3� 3.95�10−4

Inlet pressure �bar� 1
Inlet temperature �K� 300
Equivalence ratio 1
Ignition timing −25 deg BTDC
Duration of combustion 70 deg
Wall temperature �K� 400
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fmep =
Wfriction

Vd
�27�

The indicated work is calculated by integrating the PV diagram as

Wi =

�=−180

�=180

pdV �28�

The brake work is calculated as

Wb = Wi − Wf �29�
Finally, the thermal efficiency is calculated as

�th =
Wb

mfLHV
�30�

A parametric study has been performed based on the numerical
solution of Eq. �19�. The study covers wide range of dependent
variables such as engine speed, taking into consideration piston
friction combined with the variation of temperature-dependent
specific heat, and heat loss from the cylinder. Engine specifica-
tions, dimensions, and other constants used in the parametric
study are listed in Table 1.

Results and Discussion
In order to examine the general effect of piston friction on

engine performance, Fig. 2 is presented. It shows engine’s thermal
efficiency with two oil temperatures: 40°C and 80°C; one repre-
senting cold-start conditions, while the other representing normal
operating conditions. For each condition, two cases were consid-
ered; first, considering skirt friction only, and second considering
total piston friction �i.e., skirt and rings�. They were compared to
frictionless piston, which is usually assumed in most thermody-
namic analyses that do not consider piston friction. An observa-
tion can be drawn from this figure in which the inclusion of the
piston friction in efficiency evaluation can reduce the calculated
values. This becomes particularly significant in the high speed
range and at low oil temperatures. Also, the minimal effect of ring
friction in comparison to skirt friction is clearly illustrated. Al-
though the contribution of ring friction becomes more significant
at low oil temperatures and high engine speeds, skirt friction re-
mains the dominant factor in piston friction.

The effect of oil viscosity is investigated in Fig. 3 over a wide

Fig. 2 Efficiency versus engine speed for skirt and total fric-
tion contribution, SAE 30, A=1, B=6, number of rings=2 „each
1.5 mm thick…, C=23 �m

Fig. 3 „a… Efficiency versus engine speed for various oil types
at 80°C, „b… Efficiency versus oil temperature for various oil
types at 3000 rpm. „Both „a… and „b… have A=1, B=6, number of
rings=2 „each 1.5 mm thick…, C=23 �m.…

Fig. 4 „a… fmep versus engine speed for various oil types at
80°C, „b… fmep versus oil temperature for various oil types and
3000 rpm. „Both „a… and „b… have A=1, B=6, number of rings
=2 „each 1.5 mm thick…, C=23 �m.…
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range of engine speeds and oil temperatures, as shown in parts �a�
and �b�, respectively. In general, oils with higher SAE numbers
result in lower efficiency values due to their higher viscosities.
Under normal operating conditions �i.e., relatively high oil tem-
peratures�, the difference in performance with the application of
different oils is minimal at low speeds and only starts to become
more pronounced at high speeds. However, as demonstrated in
Fig. 3�b�, this changes completely at lower oil temperatures,
which could be encountered at cold starts. Using high viscosity oil
can reduce the efficiency by over 50% at cold oil temperatures.

In order to analyze how the friction irreversible work is affected
by the speed and the oil temperature, Fig. 4 is presented. As it can
be seen from Fig. 4�a�, the fmep increases linearly with engine
speed. This trend is expected from the examination of Eq. �5�
where the piston friction work is linearly related to the piston
speed. However, Fig. 4�b� reveals a strong dependence of the
fmep on the temperature. This is due to the strong dependence of
the viscosity of lubricating oils on temperature over the range of
temperatures, practically, encountered during engine operations.
About 50°C drop in oil temperature can increase its viscosity by
an order of magnitude.

The efficiency maps for SAE 10, SAE 30, and SAE 50 are
given in Fig. 5. It illustrates how the results of this model can be
practically utilized to obtain optimized efficiency results either by
selecting the optimum operating speed for a given oil type �i.e.,
viscosity�, temperature, and engine speed. For example, the effi-
ciency at a given speed is less dependent on the oil temperature
for SAE 10 oil as compared to SAE 50. Therefore, it is much
easier to obtain high efficiency values at high speeds with low oil
temperatures when SAE 10 is used in comparison with SAE 50.
On the other hand, for a given oil �e.g., SAE 30�, in order to

achieve the efficiency obtained at a low-medium range speed with
high oil temperatures, higher engine speeds are required with low
oil temperatures. Figure 5�d� presents the resulting map without
the inclusion of piston friction in the analysis. Similar maps could
also be obtained when empirical formulas relating the engine fric-
tion to the engine speed are used �9,47�. Obviously, such map is
rather theoretical and totally oblivious to the effect of oil type or
temperature and thus it is of limited use in practical consider-
ations.

Figure 6 demonstrates the effect of different piston ring con-
figurations on the efficiency. As expected, increasing the number
or thickness of piston rings increases piston friction and thus re-
duces the brake power and the efficiency. However, the effect of
changing piston ring configuration is limited in comparison to
other parameters. This is due to dominance of skirt friction over
ring friction, which was illustrated in Fig. 2. As explained earlier
and shown in Fig. 1, the oil film thickness between the ring and
the cylinder liner varies with crank angle and can be approximated
with the trigonometric function given in Eq. �3�.

In order to examine the effect of oil film thickness on engine
performance, Fig. 7 is presented. It shows the effect of speed and
temperature on efficiency for three different values of constants A
and B in Eq. �3� yielding three different oil film distributions.
Although decreasing oil film thickness results in a drop in effi-
ciency, this effect becomes noticeable only at low temperatures
and at high engine speeds. It is also interesting to note that the two
distributions assume maximum film thicknesses as of 7 �m and
12 �m resulted in nearly identical efficiency curves. However, the
third distribution that assumes a maximum film thickness of
2.5 �m resulted in a somewhat different curve. This suggests that

Fig. 5 Efficiency contours A=1, B=6, number of rings=2 „each 1.5 mm thick…, C=23 �m: „a… SAE 10, „b…
SAE 30, „c… SAE 50, and „d…, no friction case
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there exists a threshold value in the order of 1 �m for the oil film
thickness, below which ring friction can start to play significant
role in piston friction.

Conclusions
The performance of a SI engine has been analyzed by including

the effect of skirt and ring frictions. Different ring configurations
and oil types were examined. The effect of oil film temperature on
the skirt and the ring friction has been investigated. A parametric
study has been performed covering wide range of dependent vari-
ables such as engine speed, by considering piston friction com-
bined with temperature-dependent specific heat, and heat loss
from the cylinder. Moreover, this study has evaluated the contri-
bution of piston skirt and rings on the overall cycle efficiency.
Cases of cold-start and warm-up conditions were presented; first
considering skirt friction only, and second with the consideration
of total piston friction �skirt and rings�. It was found that the
inclusion of the piston friction in efficiency evaluation can reduce
the calculated values especially in high speed range and at low oil
temperatures. Although the contribution of ring friction becomes
more significant at low oil temperatures and high engine speeds,
skirt friction remains the dominant factor in piston friction.

The effect of oil viscosity over a wide range of engine speeds
and oil temperatures implies that oils with higher viscosities result
in lower efficiency values. Alternatively, under normal operation
conditions, the difference in performance with the application of
different oils is minimal at low speeds and only starts to become
more pronounced at high speeds. However, using high viscosity
oil can reduce the efficiency by more than 50% at cold oil tem-
peratures. Also, the fmep increases linearly with engine speed. It

has strong dependence on the temperature and viscosity. A drop in
oil temperature by 50°C can result in an increase of its viscosity
by an order of magnitude.

The efficiency maps for SAE 10, SAE 30, and SAE 50 are
developed. They illustrate how the results of this model can be
practically utilized in efficiency calculations. The oil film thick-
ness between the ring and the cylinder liner varies with the posi-
tion of the crank angle. Although it can be generally stated that
decreasing the oil film thickness results in a drop in the efficiency,
this effect becomes noticeable only at low temperatures and at
high engine speeds. It is concluded that the two distributions that
assume maximum film thicknesses of 7 �m and 12 �m resulted
in nearly identical efficiency curves. However, the third distribu-
tion that assumes a maximum film thickness of 2.5 �m resulted in
a somewhat different curve. This suggests that there exists a
threshold value in the order of 1 �m for the oil film thickness,
below which ring friction can start to play a significant role in
piston friction.

Nomenclature
Ah  heat transfer area �m2�
A  coefficient in oil film thickness equation �m�
a  constant in Weibe function
B  coefficient in oil film thickness equation �m�
C  skirt clearance �m�

Cp  constant pressure specific heat �kJ/kg K�
Cv  constant volume specific heat �kJ/kg K�
D  cylinder diameter �m�

Fig. 6 „a… Efficiency versus engine speed for different ring
configuration, SAE 30, T=80°C, A=1, B=6, C=23 �m. „b… Effi-
ciency versus oil temperature for different ring configuration
for SAE 30, N=3000°C, A=1, B=6, C=23 �m.

Fig. 7 „a… Efficiency versus engine speed for various oil film
thickness, SAE 30, T=80°C, number of rings=2 „each 1.5 mm
thick…, C=23 �m. „b… Efficiency versus oil temperature for vari-
ous oil film thickness, SAE 30, N=3000, A=1, B=6, number of
rings=2 „each 1.5 mm thick…, C=23 �m.
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hcg  heat transfer coefficient for gases in the cylin-
der �W /m2 K�

k  specific heat ratio, dimensionless
Lring  ring thickness
Lskirt  skirt length
LHV  lower heating value �kJ/kg�

�  connecting rod length �m�
m  mass of cylinder contents �kg�

mf  mass of burned fuel �kg�
n  constant in Weibe function
P  pressure inside cylinder �Pa�
Pi  inlet pressure �Pa�
Q  heat transfer �kJ�

Qin  heat added from burning fuel �kJ�
R  crank radius �m�

Rg  gas constant �kJ/kg K�
T  oil temperature in the cylinder �°C�

Tg  gas temperature in the cylinder �K�
Ti  inlet temperature �K�

Tw  cylinder temperature �K�
U  internal energy �kJ�

Up  piston speed �m/s�
Up  average piston speed �m/s�

V  cylinder volume �m3�
Vc  clearance volume �m3�
Vd  displacement volume �m3�

x  distance from top dead center �m�
xb  burning rate of the fuel, dimensionless
Wi  indicated work �J�
Wb  brake work �J�

Wfriction  friction work �J�
Wirrev  irreversible work �J�

w  average cylinder gas velocity �m/s�
�  thermal diffusivity �m2 /s�
�  oil film thickness �m�
�  angle �deg�

�s  start of combustion or heat addition �deg�
��  duration of combustion �deg�

�  oil dynamic viscosity �N s /m2�
�th  thermal efficiency �%�

Abbreviations
fmep  friction mean effective pressure �kPa�
bmep  brake mean effective pressure �kPa�
imep  indicated mean effective pressure �kPa�
irrev  irreversible
TDC  top dead center
BDC  bottom dead center
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Development of a Torsional
Behavior Powertrain Model for
Multiple Misfire Detection
Many methodologies have been developed in the past for misfire detection purposes
based on the analysis of the instantaneous engine speed. The missing combustion is
usually detected, thanks to the sudden engine speed decrease that takes place after a
misfire event. Misfire detection and, in particular, cylinder isolation are nevertheless still
a challenging issue for engines with a high number of cylinders, for engine operating
conditions at low load or high engine speed, and for multiple misfire events. When a
misfire event takes place, a torsional vibration is excited and shows up in the instanta-
neous engine speed wave form. If a multiple misfire occurs, this torsional vibration is
excited more than once in a very short time interval. The interaction between these
successive vibrations can generate false alarms or misdetection, and an increased com-
plexity when dealing with cylinder isolation. This paper presents the development of a
powertrain torsional behavior model in order to identify the effects of a misfire event on
the instantaneous engine speed signal. The identified wave form has then been used to
filter out the torsional vibration effects in order to enlighten the missing combustions
even in the case of multiple misfire events. The model response is also used to speed up
the setup process for the detection algorithm employed, thus evaluating, before running
specific experimental tests on a test bench facility, the values for the threshold and the
optimal setup of the procedure. The proposed algorithm is developed in this paper for an
SI L4 engine; its application to other engine configurations is possible, as is also dis-
cussed in this paper. �DOI: 10.1115/1.2770486�

Introduction
Ever since onboard diagnostics �OBD� regulations enforced on-

board misfire detection �1�, many successful approaches have
been proposed to address the issue �2–6�; the great majority of
them making use of the instantaneous engine speed �6–13�, since
this signal is strictly related to the lack of torque associated with a
misfire event. While isolated misfire detection can be considered a
solved problem for engines with a low number of cylinders �up to
4�, it is still a challenging issue for engines with a high number of
cylinders �especially at low load and high engine speed, and
mainly for cylinder isolation problems�. In addition, multiple mis-
fire detection �i.e., two or more misfires within the same engine
cycle� is still challenging for all engine architectures, due to the
interactions between the misfire events and the torsional behavior
of the system.

A misfire event can be considered as an impulsive excitation on
the crankshaft, related to the lack of torque resulting from the
missing combustion. This excitation causes a sudden engine speed
decrease followed by an oscillation with characteristics �ampli-
tude and frequency� associated with the torsional behavior of the
engine-load system.

An example of such behavior can be observed in Fig. 1 where
the engine speed wave form for an isolated misfire event has been
reported, while the engine was running at approximately
3000 rpm engine speed and 49 N m �5.13 bar brake mean effec-
tive pressure �BMEP�� load.

Figure 1 has been obtained running an L4 SI engine �whose
characteristics are reported in Table 1� mounted on a test bench.

As can be observed, a torsional oscillation at a frequency equal to
30 Hz arises after the misfire event and damps out after few en-
gine cycles. The same behavior can also be observed for other
engines or if the engine is mounted onboard a vehicle. Obviously,
if the engine-load configuration is different, the torsional vibration
that arises after a misfire event will show a different frequency
and amplitude, being those values associated with the modes of
the powertrain system.

In multiple misfire events, the missing combustions that closely
follow the first one can happen while the torsional vibration is still
strongly excited. The interaction between the oscillation caused by
the first missing combustion and those that follow can be such that
the engine speed decrease associated with each misfire can be, in
some cases, hidden or overemphasized. In these cases, misfire
diagnosis can fail both in the detection of the right number of
misfiring cylinders and in their correct cylinder isolation, as will
be shown in the following section of the paper.

In order to better understand the described interaction and
therefore avoid incorrect multiple misfire detections �false alarms
or misdetections�, it is important to develop an engine-load model
capable of reproducing the torsional behavior of the system. The
development of this model is described in the first section of the
paper, and the possibility of developing such a model for other
possible engine-load configurations is also discussed. The follow-
ing section presents the misfire detection algorithm employed in
this paper, together with the way in which the algorithm can be
modified in order to account for the torsional behavior of the
system, and, therefore, avoid misdetections or false alarms even in
multiple misfire events. These modifications have been done
based on the model response to a misfire event, with the aim of
filtering out the torsional vibration effects from the engine speed
wave form, thus highlighting a sudden engine speed decrease after
each misfire event. Finally, some experimental results will follow
in order to validate the proposed algorithm and to evaluate its
detection capabilities.
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Torsional Vibration Model
The engine used throughout this study is an L4 SI engine,

whose characteristics are reported in the following table.
The approach presented can also be applied to other engines

�even mounted onboard a vehicle� by following the same steps
described in this study, as will be reviewed at the end of this
paper. The main difference when applying this approach to an
engine mounted on a vehicle is that the same steps have to be
followed for each gear inserted, and therefore, a slightly different
model is required and has to be developed for each gear.

The first step followed for the development of the torsional
model is to generate a computer aided design �CAD� representa-
tion of the whole engine-load system �see Fig. 2�.

The engine-load system has been divided into seven inertias:
distribution, four inertias for the crankshaft �one equivalent inertia
for each crank-slider mechanism�, flywheel, and load �in our case,
an eddy-current brake�. The inertias are connected with stiffnesses
and dampings �see Fig. 3�.

Using a modern CAD software, it has been possible to derive
from the geometric representation the inertias and stiffnesses of
the different portions of the system, with the exception of distri-
bution and eddy-current brake inertias �no drawings available�,
and the stiffnesses of the connection between distribution and Cyl-
inder 1, and the connection between the flywheel and the brake.
Other unknowns within the model are all the dampings, that have
therefore to be identified on an experimental basis, together with
the other unknown parameters �they are, as already mentioned,

distribution and eddy-current brake inertias, and the stiffness of
their connections to the engine�.

The following step is to model the torques that are applied to
the system.

Indicated Torque. Indicated torque is the torque acting on the
crankshaft due to the in-cylinder pressure. If the in-cylinder pres-
sure is measured, then it is possible to evaluate the indicated
torque for the mth cylinder as

Tindm��m� = Aprpm��m�f��m� �1�
The indicated torque evaluated from Eq. �1� when the engine is

fired will be referred to as the firing indicated torque. If the engine
is running without combustion into the mth cylinder, at the same
engine speed and manifold pressure, then the corresponding mo-
toring indicated torque can be evaluated as

Tindmotm
��m� = Aprpmotm��m�f��m� �2�

The difference between firing and motoring indicated torques
will be referred to as combustion indicated torque.

Tindcombm
��m� = Tindm��m� − Tindmotm

��m� �3�

Figure 4 reports firing, motoring, and combustion indicated
torques calculated from in-cylinder pressure while the engine is
running at 3000 rpm engine speed and 49 N m load �5.13 bar
BMEP�.

Reciprocating Torque. The reciprocating torque is the torque
acting on the crankshaft due to the inertia of the reciprocating
masses. It can be evaluated for the mth cylinder �14,15� as

Trm��m� = Meqr
2f��m�� f��m��̈m +

df��m�
d�m

�̇m
2 � �4�

A simplification is usually made to Eq. �4�, neglecting the term

proportional to �̈m, with minor approximation �14,15�

Fig. 1 Engine speed trend with Cylinder 1 misfiring „TDC of
the misfiring cylinder is at 1080 deg crankshaft angle…. The en-
gine is running at 3000 rpm and 5.13 bar BMEP.

Table 1 Main engine characteristics

Total displacement 1242 cm3

Architecture L4
Injection system Sequential speed-

density multipoint
Bore 70.8 mm

Stroke 78.86 mm
Connecting rod length 129 mm

Compression ratio 9.8�0.2
Number of valves 4 per cylinder

Idle speed 850 rpm
Maximum power 54 kw at 6000 rpm
Maximum torque 105 nm at 4000 rpm
Firing sequence 1-3-4-2

Flywheel teeth number 116

Fig. 2 Complete drawing of the engine-load configuration
considered in the paper

Fig. 3 Complete scheme of the engine-load model
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Trm��m� = Meqr
2f��m�

df��m�
d�m

�̇m
2 �5�

Figure 5 reports the reciprocating torque at 3000 rpm engine
speed for Cylinder 1. The approximation adopted using Eq. �5�
gives a difference with respect to Eq. �4� lower than �0.1 N m
��0.2% �.

Friction Torque. Many models of the friction torque can be
found in the literature; some of which are very complex when
taking into account the different contributions to friction �i.e.,
piston-cylinder contact, valvetrain distribution friction, etc.�. The
one chosen for the torsional model simply considers friction con-
tribution as a polynomial function of engine speed �15�. In this
way, friction can be expressed as

Tfm = fm1 + fm2�̇m + fm3�̇m
2 �6�

Load Torque. This is the torque applied by the dyno in order to
simulate the load given by road and aerodynamic effects when the
engine is mounted onboard a vehicle. This quantity can be mea-
sured on the eddy-current brake and therefore be considered as an
external input for the torsional model. It must be stressed that
usually, due to the low frequency content of the load torque, it can

be considered constant over an engine cycle.
The equation of the model can now be written. Using matrix

notation, it yields

�I���̈� + �c���̇� + �k���� = �T� �7�
The complete expression of the vectors and matrices is reported

in the Appendix. It is important to recall here that the vector �T�
represents the torques applied to each inertia; for the crank-slider
mechanism inertias, the torques applied can be expressed by
Tindm��m�−Trm��m�. Equation �7� still contains some unknowns
�brake and distribution inertias I0, I6, the stiffnesses k1, k6, and all
the internal dampings c1 , . . . ,c6� that will be identified using prop-
erly performed experimental tests.

The tests designed for model identification have been per-
formed accelerating the engine from approximately 1000 rpm to
approximately 4500 rpm, and then decelerating back to 1000 rpm,
while maintaining the throttle to a constant value. These tests have
been possible correctly controlling the torque absorbed by the
brake. The signals measured during the tests have been reported in
Table 2 together with the sensors employed.

The flywheel speed wave form obtained has been reported in
Fig. 6. By performing an order analysis on that signal, the dia-
grams reported in Fig. 7 can be obtained. They show, respectively,
the amplitudes and the phases of the torsional oscillation on the
flywheel, for each engine order, as a function of engine speed. For
each order, the associated frequency can be obtained using

f =
ordn

2�
�8�

In this way, amplitudes and phases can also be represented as a
function of frequency. Figure 8, for example, reports the ampli-
tudes and phases of the torsional oscillation on the flywheel, for
each engine order, as a function of the frequency.

Some observations arise from Figs. 7 and 8. Looking at Fig. 8,
for example, it is possible to note that the system presents one

Fig. 4 Firing, motoring, and combustion indicated torques

Fig. 5 Reciprocating torque at 3000 rpm

Table 2 Measured signals and sensors employed

In-cylinder pressures Piezoelectric sensor in the spark plug
Flywheel speed

�inertia 5 in Fig. 3�
Magnetic pickup

Brake speed
�inertia 6 in Fig. 3�

Magnetic pickup

Load torque Load cell
Manifold pressure Piezoresistive sensor
Throttle opening Potentiometer

Fig. 6 Engine speed variation during experimental test
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main resonance at approximately 30 Hz, while all the other reso-
nances seem to be at frequencies at least higher than 200 Hz,
since any resonance peak is present at any order over 30 Hz.

The amplitude of the engine speed order 2 component �Figs. 7
and 8� is high at low and at high engine speed, while it has an
amplitude approximately equal to zero near 2800 rpm. The reason
for such behavior can be found in that the amplitude of the engine
speed order 2 component is mainly related to the corresponding
indicated and reciprocating torque components, whose amplitudes
and phases are reported in Figs. 9 and 10 as a function of the

engine operating condition.
As can be seen in Figs. 9 and 10, the torque components have

approximately the same phase, and while the reciprocating torque
amplitude is proportional to the square of the engine speed, the
amplitude of the indicated torque component at each load is ap-
proximately constant. In addition, it is to be noted that they appear
in Eq. �7� as torques applied to crank-slider mechanism inertias
with opposite sign. Therefore, at low engine speed, the indicated
torque component prevails over that of the reciprocating torque
one, while at high engine speed, the reciprocating torque compo-
nent dominates. At medium engine speed, the two torques have
similar amplitudes and, therefore, they compensate each other re-
sulting in an engine speed component very close to zero.

The unknown values of the torsional model are now identified
trying to impose, for the model, the same torsional behavior of the
real system described in Figs. 7 and 8. A multivariable optimiza-
tion approach has been used, the simplex search method �16�, a
direct search method that does not use numerical or analytic gra-
dients. Once the identification process has been run, the engine-
load model is complete, and the total set of parameter values can

Fig. 7 Engine speed oscillation amplitude and phase

Fig. 8 Engine speed oscillation amplitude and phase

Fig. 9 Amplitude and phase of the indicated torque second
order component

Fig. 10 Amplitude and phase of the reciprocating torque sec-
ond order component
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be reported in Table 3 �identified values in bold�.
The torsional behavior estimated by the model is compared in

Fig. 11 with the real system behavior experimentally evaluated.
Figure 11 shows that the model developed is able to reproduce

correctly the engine-load torsional behavior. It has been noted
already that the system seems to have a natural frequency at ap-
proximately 30 Hz, while no other natural frequency is present
under 200 Hz. This can be confirmed by the eigenvalue evaluation
of the system

�I���̈� + �k���� = 0 �9�
that allows for determining the following natural frequencies:

f�1 = 30.3 Hz

f�2 = 323 Hz

f�3 = 812 Hz

f�4 = 1760 Hz �10�
The eigenvector evaluation allows for determining the modal

shape for all the natural frequencies �see Fig. 12 for the first three

natural frequencies�.
As can be seen for the system first mode, the deformation is

mainly concentrated on the connection between the engine and the
load, while the engine crankshaft can be considered as a rigid
body. The lower mode, where the crankshaft cannot be considered
rigid, is the second, at a frequency equal to approximately 300 Hz.
Therefore, if we are interested in engine-load torsional behavior at
frequencies lower than 300 Hz, we could consider the engine
crankshaft as a rigid body. This observation is very important
since it could allow for strongly simplifying the engine-load
model, lowering the number of inertias to be considered, if inter-
est is focused on the engine-load torsional behavior at frequencies
lower than 300 Hz.

Using the complete model, whose parameter values are re-
ported in Table 3, it is now possible to reconstruct the engine
speed wave form for each engine operating condition. This has
been done using SIMULINK as environment to solve the model
dynamic equations. In particular, a fixed step discrete representa-
tion of the model has been employed. The results have been ob-
tained, for example, for three steady-state operating conditions at
2000 rpm and 3.67 bar BMEP in the first, at 3000 rpm and
6.70 bar BMEP in the second, and at 4000 rpm and 6.60 bar
BMEP in the third. The comparison between the measured engine
speed and the corresponding estimated ones is reported in Fig. 13.

It should be noted that for the tests at 2000 rpm and 4000 rpm,
the engine speed wave forms show opposite phases. This is due to
the fact that indicated and reciprocating torques order 2 compo-
nents have similar phases but that they compare with opposite
sign in Eq. �7� and that at a lower engine speed, the indicated
torque prevails, while at a higher engine speed, the reciprocating
one dominates, as previously explained.

The model also allows for estimating the engine speed wave
form in the case of misfire events. It is sufficient, in fact, to apply
to the misfiring cylinder, in the misfiring engine cycle, the motor-
ing indicated torque instead of the firing indicated torque. As an
example, measured and estimated engine speed wave forms when
an isolated misfire is present in Cylinder 1 are reported in Fig. 14
for the same engine operating conditions considered in Fig. 13.

The linear model proposed in Eq. �7� is, therefore, shown to be
effective in reproducing the system behavior. It is then possible to
conclude that the system shows a linear behavior, since it can be
well described using a linear model. In order to isolate the misfire
effect, under the hypothesis of a system linear behavior, it is suf-
ficient to compute the difference between the engine speed wave
forms reported in Figs. 13 and 14. The results are reported in Fig.

Table 3 Total set of parameter values

Inertia values
�kg m2�

Stiffnesses
�N m/rad�

Internal
dampings

�N m s/rad�
Friction

coefficients

I0=12.2�10−3 k1=81.7�103 c1=15.6 f1=9.77
N mI1=4.22�10−3 k2=433�103 c2=0.6

I2=4.22�10−3 k3=433�103 c3=0.6 f2=2.45�10−3

N m s/radI3=4.22�10−3 k4=433�103 c4=0.6
I4=4.22�10−3 k5=586�103 c5=0.6 f3=1.44�10−5

N m s2 / rad2I5=80.2�10−3 k6=2.15�103 c6=2.3
I6=173�10−3

Meq=0.412 �kg�

Fig. 11 Experimental „black lines… and simulated „gray lines…
order analysis

Fig. 12 Modal shape for the first three natural frequencies
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15: the wave forms start approximately from a 0 value since the
computed difference is approximately null until at least one mis-
fire event occurs �not exactly null due to the engine cyclic
variability�.

The wave forms of Fig. 15 have been normalized by dividing
by the manifold absolute pressure �MAP� �since MAP has been
considered as a load indicator� and reporting them as a function of
time. The obtained result can be seen in Fig. 16.

As can be noted in Fig. 16, the normalized wave forms are quite
well overlapped to one another, meaning that the system response
to a misfire event could be represented by a unique wave form

over time, normalized with respect to the load. This consideration
is consistent with the linear hypothesis and will be further devel-
oped in the next section.

If a multiple misfire occurs, the expected system response will
be the sum of two or more single misfire responses, each of them
with a phase that depends on the instant the corresponding misfire
occurs. Figure 17, for example, reports for an engine operating
condition at 4000 rpm and 6.60 bar BMEP, the experimental and
simulated engine speed wave forms for three multiple misfire pat-
terns �1-3, 1-4, and 1-2�. This means that when a 1-3 misfire
pattern is employed, the combustion into Cylinders 1 and 3 is
inhibited only for one engine cycle within the same cycle. Since
the engine firing order is 1342, the patterns chosen in the tests
�1-3, 1-4, and 1-2� are amenable to investigation of all the pos-
sible multiple misfire configurations:

— multiple misfire 1-3 will result in two adjacent misfires,

Fig. 13 Experimental „gray line… and simulated „black line… en-
gine speed for steady-state operating conditions

Fig. 14 Experimental „gray line… and simulated „black line… en-
gine speed for misfiring operating conditions

Fig. 15 Misfire effect over engine speed

Fig. 16 Misfire effect over engine speed wave form
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— multiple misfire 1-4 gives rise to a normal combustion
between two misfires, and

— multiple misfire 1-2 will result in two normal combustions
between the misfires.

Also, it is possible, in this case, to isolate the misfire effect �see
Fig. 18� in a similar way to what was done to produce Fig. 15

�i.e., computing the difference between the wave forms reported
in Fig. 17 and that for the test at 4000 rpm, reported in the last
diagram in Fig. 13, under the hypothesis of a linear system
behavior�.

It can be seen in Fig. 18 that for the case of a misfire pattern
1-3, the detection of the second misfire is quite difficult since the
sudden engine speed decrease usually associated with a misfire
event is not present. This is due to the fact that while this second
misfire occurs, the system is still oscillating �and, in particular,
accelerating� due to the effects of the first misfire. The presence of
the torsional vibration due to the first misfire event tends, in fact,
to hide the presence of the second. In order to avoid this possible
misdetection, it is important to filter out the torsional vibration
that follows each misfire event.

In order to confirm that the response to a multiple misfire is the
superposition of the responses to each misfire event, the following
figures have been reported. Figure 19 presents all the responses to
the multiple misfire patterns also considered in Fig. 18, together
with the response to a single misfire in Cylinder 1.

The important aspect to be underlined is that up to the instant
the second misfire occurs, the engine speed wave forms are very
similar and could overlap �Fig. 19�. This happens, for example,
when comparing the Misfire 1 case with the Misfire 1-3 case
approximately up to the time of 0.01 s �i.e., before the second
misfire occurs in the 1-3 pattern case�. If the difference between
the multiple misfire responses and the single one in Cylinder 1 is
now computed, it is possible to determine the separate response to
the second misfire of the patterns imposed. Figure 20 reports the
difference between the wave forms obtained for a multiple misfire
event and that obtained for a misfire in Cylinder 1. The computed
difference, under the hypothesis of a linear system behavior, al-
lows the isolation of second misfire event response in a multiple
misfire case. Comparing the isolated responses to the second mis-
fire event for the multiple misfire cases �misfires in Cylinders 3, 4,
and 2, respectively� with the single misfire case in Cylinder 1 �first
plot of Fig. 20�, it is possible to observe that the wave forms are

Fig. 17 Experimental „gray line… and simulated „black line… en-
gine speed for multiple misfiring operating conditions „misfire
patterns 1-3, 1-4, and 1-2…

Fig. 18 Misfire effect for different misfire patterns „misfire pat-
terns 1-3, 1-4, and 1-2…

Fig. 19 Misfire effect for different misfire patterns
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quite similar, being the main difference a phase shift. This is a
further confirmation of the linearity of the system response and of
the applicability to the system of the superposition principle.

Misfire Detection Algorithm
The algorithm developed for single and multiple misfire detec-

tion and cylinder isolation is based on the well known parameter
�12,13�

LUi =
�i+1 − �i

�i
3 �11�

�i is the so called combustion period and can be evaluated as
the summation of the tooth times comprised into a defined angular
sector ��.

�i = 	
k

tk �12�

It is possible to demonstrate that LUi is proportional to the
kinetic energy variation during the engine crankshaft rotation ��.

LUi =
�i+1 − �i

�i
3 


��+1
2 − ��

2

2�i
2��+1

2 =
1

2�i
2 −

1

2�i+1
2 = � �̇i

2

2
−

�̇i+1
2

2
���2

�13�
Since the combustion periods are evaluated from the tooth

times via a moving average calculation, the frequency content of
the combustion period signal �and therefore that of the LUi one� is
lower than that associated with the tooth time signal. For example,
if the angular sector �� for the combustion period evaluation is
equal to 180 deg, the higher frequency component of the combus-
tion period signal has, at 6000 rpm, a frequency equal to 200 Hz.
Therefore, for LUi evaluation, all the high frequency engine-load
dynamics can be neglected. For this reason, the model previously
developed can be strongly simplified, while still correctly repre-

senting all the engine-load dynamic behavior that can affect LUi
wave forms. Since only the first natural frequency needs to be
modeled �being the frequency range of interest limited to approxi-
mately 200 Hz�, the simplified model presents only two inertias:
engine and load �Fig. 21�.

The equations that can be written for the simplified model are

Ieng�̈eng = Tind − Tr − Tf + k��load − �eng� + c��̇load − �̇eng�

Iload�̈load = − TL + k��eng − �load� + c��̇eng − �̇load� �14�
Using this simplified model, it is easier to demonstrate that the

system response to a misfire event can be well represented using a
unique wave form over time, scaled with respect to the load as
previously proposed. To do this, the Laplace transform represen-
tation of Eq. �14� is considered.

�Iengs
2 + cs + k��eng − �cs + k��load = Tind − Tr − Tf

− �cs + k��eng + �Iloads
2 + cs + k��load = − TL �15�

Solving the equations with respect to �eng, it is possible to ob-
tain

�eng =
1

s2

Iloads
2 + cs + k

IengIloads
2 + �Ieng + Iload��cs + k�

�Tind − Tr − Tf�

−
1

s2

cs + k

IengIloads
2 + �Ieng + Iload��cs + k�

TL �16�

or similarly

�̇eng =
1

s

Iloads
2 + cs + k

IengIloads
2 + �Ieng + Iload��cs + k�

�Tind − Tr − Tf�

−
1

s

cs + k

IengIloads
2 + �Ieng + Iload��cs + k�

TL �17�

Equation �17� can now be used to determine the system re-
sponse to a misfire event. As already mentioned, a misfire event
can be schematized as an impulsive excitation due to the combus-
tion indicated lack of torque in the misfiring cylinder. The effect
of a misfire on the system and, in particular, the effect over the
engine speed can therefore be determined considering an excita-
tion equal to −Tind combm

on the engine.

�̇eng = −
1

s

Iloads
2 + cs + k

IengIloads
2 + �Ieng + Iload��cs + k�

Tindcombm
�18�

The engine speed wave forms for the engine operating condi-
tions considered in Fig. 16 have been evaluated, computing the
antitransform of Eq. �18�, and reported in Fig. 22, divided by the
MAP value �i.e., normalized with respect to the load�.

The difference between the three wave forms reported in Fig.
22 is due to the difference that exists between the term
−Tind combm

/MAP for the three operating conditions investigated.
These wave forms can now be used to theoretically address two
different tasks needed to set up the detection algorithm proposed.

1. Definition of the threshold values for LUi that discriminate
misfire events from the normal operating condition.

2. Definition of the LUi wave form to be used to compensate

Fig. 20 Misfire effect of the second misfire of the multiple
pattern

Fig. 21 Simplified model configuration
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for the torsional vibration effects and therefore enhance mul-
tiple misfire detection and reduce the risk of false alarms or
misdetections. It is possible to consider a different wave
form for each engine operating condition �electronic control
unit �ECU� resource consuming solution� or to determine a
unique averaged wave form to be applied over the entire
engine operating range �preferred solution in this study�.

While the first task is useful to improve and quicken the algo-
rithm setup process, the second also allows a remarkable improve-
ment in terms of detection capabilities, as will be shown in the
following.

Threshold Definition. Repeating the analysis for the whole en-
gine operating range, it is possible to determine a theoretical re-
sponse to a misfire event for each engine operating condition. The
obtained engine speed wave forms can be used to evaluate LUi. To
do this, the angular sectors over which the combustion periods are
evaluated have to be chosen.

The choice of the best angular sector is usually a compromise
between a good signal sensitiveness �higher if the sectors are
smaller� and the necessity of reducing noise influence �better if the
sectors are larger�. The final choice is usually experimentally de-
termined as the one that guarantees the best signal to noise ratio,
and can be a function of the engine operating condition. For ex-
ample, the evaluation of the best sector positions and dimensions
has given the results reported in Fig. 23 for the engine considered
in this study. The best sectors have been determined trying to
maximize the detection capability of the misfire detection algo-
rithm on a properly designed set of tests.

This choice allows for calculating the LUi values for each en-
gine speed wave form representing the system response to a mis-
fire event. LUi, evaluated for the misfiring cylinder, represents a
first try setup of the threshold expected to be used for the detec-
tion process. This result is very important in the setup process of
the procedure, since each different choice in terms of angular
sectors for combustion period evaluation requires its threshold
value. Mapping, for example, the values obtained over the engine
operating range for angular sectors of 78–186 deg, it is possible
to determine the expected threshold �see Fig. 24�.

The optimal threshold, experimentally determined �in case that
angular sectors of 78–186 deg are applied�, is also reported in the
same figure, showing that the developed model enables a good
first try evaluation of the expected threshold over the whole en-
gine operating range. This has been done for one angular sector
choice but is obviously possible for any other choice. Also in this

case, the optimal threshold values have been determined trying to
maximize the detection capability of the misfire detection algo-
rithm on a properly designed set of tests.

Torsional Vibration Compensation. In order to study the tor-
sional behavior effects on LUi, we should obtain from the engine
speed response wave forms �see, for example, Fig. 22� the corre-
sponding combustion periods and then apply Eq. �11�. Combus-
tion period determination is equivalent to a moving average evalu-
ation, as we already noticed in the previous section, whose result
strongly depends on the amplitude and position of the angular
sectors chosen. Therefore, even the corresponding LUi wave form
will depend on the angular sector chosen. As an example, LUi
calculation results divided by manifold pressure �i.e., normalized
with respect to the load� are reported in Fig. 25 for the same tests
of Fig. 22 and for three different angular sector choices:
78–223 deg after top dead center �ATDC� of the corresponding
cylinder, 78–186 deg ATDC, and 71–124 deg ATDC.

Looking at the expected LUi wave form after a misfire, it is
easy to understand that the torsional vibration that follows a mis-
fire event can become a source of false alarms due to the presence
of a second LUi peak. In addition, in the case of a multiple misfire
event, the LUi resulting wave form will be given by the interac-
tion between two wave forms similar to those reported in Fig. 25.

Fig. 22 Misfire effects over engine speed wave form at differ-
ent speeds and loads

Fig. 23 Best sector definition „the angular values are reported
with respect to the TDC of the corresponding cylinder…

Fig. 24 Theoretical and experimental threshold definition
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This can easily generate false alarms or misdetections. Therefore,
it is important to filter out the effect of the torsional vibration once
a misfire presence is detected. To do this, a specific wave form has
to be stored in memory and used to compensate the LUi values
that follow the misfire detection. Assuming that the effect of the
misfire can be neglected after 0.15 s the misfire event occurred,
the number of LUi values to be compensated is equal to

p = 2
0.15n

60
�19�

which gives a maximum number of 30 points for a 6000 rpm
engine operating condition.

It can be observed from Fig. 25 that the load normalized LUi
wave form can be considered unique over the engine operating
range, but that it also depends on the angular sector choice. This
means that for each different angular sector choice, it is necessary
to store in memory a different load normalized LUi wave form to
be used for torsional behavior compensation.

Experimental Tests
A set of experimental tests has been performed running the Fire

1200 engine on a test bench. During the tests, all the main engine-
load actuation parameters were externally controlled in real time
using a virtual ECU �VECU� developed by this group of research
�17� that completely substitutes the original ECU. This device
allows for controlling the engine actuators �ignition coils and in-
jectors� in all the cylinders, independent of the original ECU. The
engine was equipped with in-cylinder pressure sensors, in order to
evaluate the real torque production of the single cylinders. Two
magnetic pickups were also used, one mounted in front of the
camshaft pulley to generate a cycle reference signal, and another
one facing the 116 flywheel teeth. Acquisition of the data was
performed on a crankshaft angle basis, and the signal coming
from the flywheel pickup was used as analog-to-digital �A/D� con-
version clock. Also, the time intervals between subsequent teeth
were acquired.

Since all the main engine actuation parameters were externally
controlled, several misfire �missing ignition� and misfuel �missing
injection� patterns were induced to analyze their effects on engine
speed. The investigated engine operating range is shown in Fig.

26, taking as a load reference the intake manifold pressure value.
The numbered dots and the gray area represent the engine oper-
ating conditions at which the missing combustion patterns re-
ported in Table 4 have been induced during the experimental tests.

Finally, a steady-state test was also performed at each engine
operating condition, with nominal injection and ignition actua-
tions on all cylinders.

For the sake of simplicity, the word “misfire” will be used in
the following to define a generic missing combustion, either due
to a missing injection or ignition.

The patterns chosen in the tests allow for the investigation of all
the possible multiple misfire configurations, as already mentioned
in the previous section.

— Multiple Misfire 1–3 will result in two adjacent misfires.
— Multiple Misfire 1–4 gives rise to a normal combustion

between two misfires.
— Multiple Misfire 1–2 will result in two normal combus-

tions between the misfires.

Results
The results obtained are reported as an example only for the

engine operating condition at 4000 rpm and 6.70 bar BMEP al-
ready discussed in the previous sections. The threshold for misfire
detection is approximately equal to 1000 l /s2 for this operating
condition and an optimal angular sector choice is 71–124 deg.
The comparison between the LUi values and the threshold should
allow for the distinction of normal combustions from misfiring
ones. This unfortunately does not happen if no torsional vibration
compensation takes place, as can be seen in Fig. 27, where the
results for four different tests at 4000 rpm and 6.70 bar BMEP
and different misfiring patterns �respectively, Cylinder 1, the first
test, 1–3 the second one, 1–4 the third, and 1–2 the last one� are
given.

Fig. 25 Misfire effects over LUi wave form

Fig. 26 Engine operating conditions investigated

Table 4 Tests performed

Single misfuel on Cylinder 1 every 20 engine cycles
Single misfuel on Cylinder 2 every 20 engine cycles
Single misfuel on Cylinder 3 every 20 engine cycles
Single misfuel on Cylinder 4 every 20 engine cycles
Single misfire on Cylinder 1 every 20 engine cycles
Multiple misfuel on Cylinders 1 and 2 every 20 engine cycles
Multiple misfuel on Cylinders 1 and 3 every 20 engine cycles
Multiple misfuel on Cylinders 1 and 4 every 20 engine cycles
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As can be seen, some misfires could not be detected, and some
false alarms arise. Applying the torsional vibration compensation
to the same tests, the misfire detection is correct without any
misdetection or false alarm �see Fig. 28�. In order to apply the
compensation after each misfire detection, the following steps
have to be followed. The normalized LUi wave form, correspond-
ing to the angular sectors chosen, has to be first selected and then
multiplied by the actual manifold pressure value. From the wave
form �stored as a function of time�, the values for the following
combustions have to be evaluated, taking into account the actual
engine speed and, therefore, the time distance between two adja-
cent LUi evaluations; the value obtained has to be subtracted from
the actual evaluated LUi, in order to apply the compensation. This
operation has to be performed for a number of combustions fol-
lowing the identified misfiring given by Eq. �19�. The results are
reported for the same tests of Fig. 27 in Fig. 28.

The misfire events after the torsional vibration compensation
are now more clearly identified and the risk of misdetections or
false alarms is much lower, enhancing the detection capability of
the developed methodology. Analogous results have also been ob-
tained for the other engine operating conditions investigated.

Figure 29 summarizes the results obtained in terms of detection
capabilities over the whole engine operating range with and with-
out the torsional vibration compensation, where the detection ca-
pability has been evaluated following Eq. �20�:

dc =
tm − md − fa

tm
100 �20�

As can be seen, the difference in terms of detection capabilities
is quite strong. This is due also to the fact that the majority of the
tests conducted is of the multiple misfire type that strongly require
the presence of the torsional vibration compensation.

Conclusions
The torsional vibration that arises after a misfire event can tend

to hide the presence of other closely following missing combus-
tions. The developed multiple misfire detection algorithm, com-
pensating the torsional vibration effects after each detected mis-
fire, proved to be very effective both for misfire detection and
cylinder isolation. The methodology has been developed using
both a torsional vibration model for the engine-load configuration
taken into account and experimental data. The model proved to be

Fig. 27 LUi evaluated for four different tests at 4000 rpm and
6.70 bar BMEP with different misfire patterns

Fig. 28 LUi evaluated for four different tests at 4000 rpm and
6.70 bar BMEP with different misfire patterns applying the tor-
sional vibration compensation

Fig. 29 Detection capability obtained over the whole engine
operating range with „w… and without „w/o… torsional vibration
compensation.
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effective in describing the behavior of the system both in normal
and misfiring operating conditions and allowed a quicker setup of
the whole methodology.

The application of the methodology to other engine-load con-
figurations �i.e., onboard a vehicle, an engine with a different
number of cylinders� is possible, even though the wave forms
identified for torsional vibration compensation, the threshold val-
ues, and the engine-load model will obviously be different. In
addition, for onboard application, the system modifications due to
the different gears inserted have to be taken into account. This will
cause a different system response for each gear inserted, and for
this reason, a different model is required �and therefore a different
LUi wave form for torsional vibration compensation has to be
stored in memory� for each gear. In any case, following the path
described in the paper, the setup of the methodology is also pos-
sible in these cases.

Nomenclature
� 	 crank angle �rad�

�TDCm 	 mth cylinder TDC crank angle position �rad�
�m 	 mth cylinder crank angle position �rad�

r 	 crank-slider mechanism radius �m�
l 	 connecting rod length �m�

Ap 	 piston area �m2�
�=r / l 	 crank-slider radius/connecting rod length ratio

pm��m� 	 relative pressure inside mth cylinder �Pa�
f��m� 	 sin��−�TDCm�+� sin�2��−�TDCm�� /

2�1−�2 sin2��−�TDCm�crank-slider mechanism
function for the mth cylinder

pmotm 	 relative pressure inside mth cylinder for mo-
tored operating conditions �Pa�

Tindm 	 indicated torque for mth cylinder �N m�
Tind motm 	 motoring indicated torque for mth cylinder

�N m�
Tind combm 	 combustion indicated torque for mth cylinder

�N m�
Meq 	 equivalent mass of the reciprocating masses

�kg�
Trm 	 reciprocating torque for mth cylinder �N m�
Tfm 	 friction torque for mth cylinder �N m�
fm 	 external damping coefficient for mth cylinder

�N m s/rad�
f 	 frequency �Hz�

ord 	 engine order
n 	 engine speed �rad/s�

�I� 	 inertia matrix �kg m2�
�k� 	 stiffness matrix �N m/rad�
�c� 	 damping matrix �N m s/rad�
��� 	 inertia angular position vector �rad�
�T� 	 torque applied to inertia vector �N m�
f�i 	 natural frequency of the ith mode �Hz�
�i 	 combustion period relative to the ith combus-

tion �s�
LUi 	 misfire detection parameter relative to the ith

combustion �1 /s2�
tk 	 time between consecutive teeth on the flywheel

relative to the kth tooth �s�
k 	 generic tooth

�� 	 angular sector over which LUi is evaluated
�rad�

�eng 	 engine angular position �rad�
�load 	 load angular position �rad�
Ieng 	 engine inertia �kg m2�
Iload 	 load inertia �kg m2�

k 	 engine-load connection stiffness �N m/rad�
c 	 engine-load connection damping �N m s/rad�

p 	 number of LUi values to be compensated from
the torsional vibration effects

dc 	 detection capability of the algorithm
tm 	 total number of misfires performed
md 	 misdetections

fa 	 false alarms
H 	 harmonic order
TL 	 load torque �N m�

BMEP 	 brake mean effective pressure
OBD 	 onboard diagnostics
TDC 	 top dead center

SI 	 spark ignited
CAD 	 computer aided design
MAP 	 manifold absolute pressure
ECU 	 electronic control unit

ATDC 	 after top dead center

Appendix
The terms that compare in Eq. �7� are here fully reported:

�I� = �
I0

I1

�

I5

I6

�
�k� = �

k1 − k1

− k1 k1 + k2 �

� � �

� k5 + k6 − k6

− k6 k6

�
�c� = �

c1 + f0 − c1

− c1 c1 + c2 + f1 �

� � �

� c5 + c6 + f5 − c6

− c6 c6 + f6

�
��� =�

�0

�1

]

�4

�5

�6

� �T� =�
0

Tind1 − Tr1

]

Tind4 − Tr4

0

− TL

�
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Systematic Assessment of Rigid
Internal Combustion Engine
Dynamic Coupling
Accurate estimation of engine vibrations is essential in the design of new engines, engine
mounts, and the vehicle frames to which they are attached. Mount force prediction has
traditionally been simplified by assuming that the reciprocating dynamics of the engine
can be decoupled from the three-dimensional motion of the block. The accuracy of the
resulting one-way coupled models decreases as engine imbalance and cylinder-to-
cylinder variations increase. Further, the form of the one-way coupled model must be
assumed a priori, and there is no mechanism for generating an intermediate-complexity
model if the one-way coupled model has insufficient fidelity. In this paper, a new dynamic
system model decoupling algorithm is applied to a Detroit Diesel Series 60 in-line six-
cylinder engine model to test one-way coupling assumptions and to automate generation
of a proper model for mount force prediction. The algorithm, which identifies and re-
moves unnecessary constraint equation terms, is reviewed with the aid of an illustrative
example. A fully coupled, balanced rigid body model with no cylinder-to-cylinder varia-
tions is then constructed, from which x, y, and z force components at the left-rear,
right-rear, and front engine mounts are predicted. The decoupling algorithm is then
applied to automatically generate a reduced model in which reciprocating dynamics and
gross block motion are decoupled. The amplitudes of the varying components of the force
time series are predicted to within 8%, with computation time reduced by 55%. The
combustion pressure profile in one cylinder is then changed to represent a misfire that
creates imbalance. The decoupled model generated by the algorithm is significantly more
robust to imbalance than the traditional one-way coupled models in the literature; how-
ever, the vertical component of the front mount force is poorly predicted. Reapplication of
the algorithm identifies constraint equation terms that must be reinstated. A new, nonde-
coupled model is generated that accurately predicts all mount components in the pres-
ence of the misfire, with computation time reduced by 39%. The algorithm can be easily
reapplied, and a new model generated, whenever engine speed or individual cylinder
parameters are changed. �DOI: 10.1115/1.2795770�

1 Introduction
Accurate prediction of engine vibration is important for the

design of engine mounts, for prediction of loads transmitted to the
vehicle frame, and for assessing whether vibration affects cus-
tomer perceptions of quality.

Reciprocating engine components move within a block that has
six degrees of freedom on its compliant mounts. Angular velocity
of the block creates gyroscopic forces and torques on the recipro-
cating components within. These gyroscopic effects subsequently
affect the forces and torques back on the block from the recipro-
cating components, the resulting motion of the block, and the
mount forces transmitted to the vehicle frame. A “fully coupled”
model, in which the reciprocation occurs within a block moving in
three dimensions, can be computationally unwieldy �1�. To reduce
model complexity and simulation time, mount forces have tradi-
tionally been predicted with a decoupled model as follows. First,
reciprocating dynamics are simulated with a model in which the
block is stationary. The required constraint forces and torques to
keep the block stationary are then applied to a constant-inertia
nonrunning model of the engine on its mounts.

Use of one-way coupled models is described in Refs. �1–3�,

where the modeler is cautioned against the use of “constant-
inertia” models for predicting shaft speed and acceleration for all
but low-speed or low-bandwidth control applications. Single- and
six-cylinder models were constructed in Ref. �4� to show that the
one-way coupled model should be restricted to well-balanced or
low-speed engines, and only when the engine block is not subject
to large pitch or yaw excitation by the vehicle.

Proper modeling �5� has been formally defined as the system-
atic determination of the model of minimal complexity that �a�
satisfies the modeling objectives and �b� retains physically mean-
ingful parameters and variables for design. Algorithms have been
developed to help automate the production of proper models of
dynamic systems. Recent work �6,7� has focused on systemati-
cally determining if partitions exist in a model, so that the use of
one-way coupled models can be validated. Using an energy-based
metric, an arbitrary, fully coupled model can be assessed to deter-
mine whether or not partitioning is possible without reliance on an
assumed form of a one-way coupled model. Decoupled submod-
els, where appropriate, are automatically generated. If the system
parameters or external inputs change, the intensity of the decou-
pling can be monitored and models of intermediate complexity
can be automatically generated. If, for example, cylinder-to-
cylinder variations are introduced in a low-speed balanced engine,
or if the engine is simulated in a moving vehicle, the efficacy of a
one-way coupled model can be monitored. If two-way coupling is
required, the algorithm identifies the specific constraint equations
in which the decoupling breaks down, thus increasing physical
insight into the system dynamics. Thus, it is the hypothesis of this
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work that application of these existing decoupling algorithms can
lead to systematic decoupled engine models for specific user-
defined conditions.

The paper is organized as follows. Section 2 describes the de-
coupling search and model partitioning algorithm, and the bond
graph formalism that facilitates its execution, with the aid of an
illustrative example. Section 3 describes the in-line six-cylinder
engine fully coupled model �FCM�, and Sec. 4 shows the results
of applying the partitioning algorithm to a balanced and an unbal-
anced engine. Discussion and conclusions follow in Secs. 5 and 6.

2 Decoupling Search and Model Partitioning
As described in Ref. �6�, partitions are defined as one-way

coupled groups of dynamic elements that are created when negli-
gible constraint equation terms are removed from a model. Indi-
vidual constraint terms are assessed by examining their “activity”
�8� relative to the maximum term activity in the equation. Activity
over a time interval t1 to t2 is defined as

A =�
t1

t2

�P�dt �1�

where P is the instantaneous power, the product of generalized
“effort” �e.g., force, torque, voltage, pressure� and “flow” �e.g.,
velocity, angular velocity, current, volume flow rate�. Activity is
always positive, and either constant or monotonically increasing,
over a given time interval. Because of the use of the power-based
activity metric, and the need to systematically search all model
constraint equations for inactive terms, bond graphs are a conve-
nient �but not required� formalism to generate the engine model
prior to application of the partitioning algorithm.

2.1 Bond Graph Modeling Formalism. In bond graphs �9�,
generalized inertias and capacitances store energy as a function of
the system state variables, sources provide inputs from the envi-
ronment, and generalized resistors remove energy from the sys-
tem. The state variables are generalized momentum and displace-
ment for inertias and capacitances, respectively. The time
derivatives of generalized momentum p and displacement q are
generalized effort e and flow f . Table 1 expresses the generalized
power �effort and flow� variables and energy �momentum and dis-
placement� variables in the terminology of common engineering
disciplines.

Power-conserving elements allow changes of state to take
place. Such elements include power-continuous generalized trans-
former �TF� and gyrator �GY� elements that algebraically relate
elements of the effort and flow vectors into and out of the element.
In certain cases, such as large motion of rigid bodies in which
coordinate transformations are functions of the geometric state,
the constitutive laws of these power-conserving elements can be
state modulated. Dynamic force equilibrium and velocity summa-
tions in rigid body systems are represented by power-conserving
elements called 1 and 0 junctions, respectively.

Sources represent ports through which the system interacts with
its environment. The power-conserving bond graph elements—TF,

GY, 1 junctions, 0 junctions, and the bonds that connect them—
are collectively referred to as “junction structure.” Table 2 defines
the symbols and constitutive laws of sources, storage and dissipa-
tive elements, and power-conserving elements in scalar form.
Bond graphs may also be constructed with the constitutive laws
and junction structure in matrix-vector form, in which case the
bond is indicated by a double line.

Power bonds contain a half-arrow that indicates the direction of
algebraically positive power flow, and a causal stroke normal to
the bond that indicates whether the effort or flow variable is the
input or output from the constitutive law of the connected ele-
ments. The constitutive laws in Table 2 are consistent with the
placement of the causal strokes. Full arrows are reserved for
modulating signals that represent powerless information flow such
as orientation angles that determine the transformation matrix be-
tween a body-fixed and inertial reference frame.

The engine bond graphs that follow will contain bonds and
elements with both scalar and vector governing equations. The
reader is referred to Ref. �9� for a more thorough development of
bond graphs.

Once a bond graph model of a system has been constructed,
“conditioning” and “partitioning” algorithms are applied as sum-
marized below with the aid of an illustrative example.

2.2 Model Conditioning and Partition Search Using Rela-
tive Activity. The algorithm �described in detail in Ref. �6�� con-
sists of the following general steps, as depicted in Figs. 1 and 2.

Step 0. Construct a bond graph model of the system that can be
considered the “full” model inasmuch as its complexity captures

Table 1 Generalized bond graph quantities

Variable General Translation Rotation

Effort e�t� Force Torque
Flow f�t� Velocity Angular

velocity
Momentum p=� e dt Linear

momentum
Angular
momentum

Displacement q=� f dt Displacement Angular
displacement

Energy E�p�=�p f dp
E�q�=�q e dq

Kinetic
potential

Kinetic
potential

Table 2 Bond graph elements

Symbol
Constitutive law

�Linear�
Causality

constraints

Sources
Flow Sf⇁ f = f�t� Fixed flow out
Effort Se⇁ e=e�t� Fixed effort out

Energetic elements
Inertia

⇁I
f =

1

I
� e dt

Preferred
integral

⇁I
e= I

df

dtCapacitor
⇁C

e=
1

C
� f dt

Preferred
integral

⇁C
f =C

de

dtResistor
⇁R e=Rf None
⇁R

f =
1

R
e

Port elements
Transformer

⇁

1

TF
n

⇁

2 e2=ne1

f1=nf2

Effort in-effort
out or flow in-
flow out

Modulated
transformer

⇁MTF
n���

↓�

⇁

e2=n���e1

f1=n���f2

Gyrator
⇁

1

GY
n

⇁

2 e2=nf1

e1=nf2

Flow in-effort
out or effort in-
flow out

Modulated
gyrator

⇁MGY
n���

↓�

⇁

e2=n���f1

e1=n���f2

Constraint nodes
1 junction

⇁

1

1
↙
3

⇁

2 e2=e1−e3

f1= f2

f3= f2

One flow input

0 junction
⇁

1

0
↙
3

⇁

2 f2= f1− f3

e1=e2

e3=e2

One effort input
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the dynamics of interest. Record the outputs of interest from the
full model for later comparison with reduced or partitioned
models.

Step 1: Relative Activity Calculation. Calculate the activity of
each bond in the graph, and compare, at each junction, the activity
of each connected bond to the junction maximum. Low relative
activity of bond i at a junction implies that

i. for a 0 junction with n bonds, the flow f i can be neglected
in the flow constraint equation

�
j=1

n

f j = 0

ii. for a 1 junction with n bonds, the effort ei can be neglected
in the effort equation

�
j=1

n

ej = 0

Locally inactive bonds are defined as those with an activ-
ity ratio falling below a user-defined threshold:

Ai

max�Ai�
� �

Step 2: Conditioning. “Condition” the bond graph by convert-
ing the bonds with negligible activity to modulated sources. Table
3 gives examples of the conversion implications for bonds de-
pending on the junctions or elements to which they are attached.
The variables f i and ei represent the flow and effort of the bond
with label i. For the internal bond case, if the activity of Bond 1 is
low compared to the other bonds at the 0 junction, but is on the
order of the other bond activities at the 1 junction, then the flow
input to the 0 junction can be eliminated. The effort e1 input to the
1 junction is delivered by a modulated effort source. Conditioning
the bond into the 0 junction removes a term from the flow con-
straint equation as shown. The presence of the modulated source
does not affect the 1-junction equations in either example. If the
bond activity is instead locally inactive at the 1 junction, then the
bond is converted to a modulated flow source imposing f1 on the

0 junction.
The table also shows examples of TF and GY bond conversion.

As power-conserving elements, TF and GY elements have the
same activities for Bonds 1a and 1b.

Step 3: Subgraph Identification. Identify bond subgraphs �col-
lections of bond graph elements� that are connected by modulat-
ing signals instead of power bonds. Whereas a power bond is a
conduit for two-way flow of information, the one-way modulating
signals carry information from a locally “driving” element to a
locally “driven.” If removing modulating signals from the model
results in two or more separate bond graphs, then subgraphs have
resulted from bond conditioning and the most important prerequi-
site for partitioning has been met.

Step 4: Partitioning. Identify driving and driven partitions—
subgraphs between which all modulating signals carry informa-
tion in the same direction �i.e., from subgraph i to subgraph j�.

If desired, the analyst can reduce the model as follows. If the
only outputs of interest are in driving partitions, eliminate the
driven partitions. If an output of interest is associated with a
driven partition element, replace its driving partition�s� with the
necessary inputs �time histories� to excite the driven partition.

2.3 Illustrative Example. Figure 1 shows two mass-spring-
damper subsystems connected by a lever �power-conserving TF�.
The lever provides both a velocity and a force constraint:

v2 =
b

a
v1 F1 =

b

a
F2 �2�

Writing Newton’s second law for mA, and recognizing that the
relative velocity of the endpoints of kA is equal to the mass veloc-
ity vA gives

mAv̇A + RAvA + kAxA + F1 = 0 �3�
The preceding equation contains four force terms that are associ-
ated with common velocity vA, suggesting a bond graph 1 junction
with four bonds.

The following equation defines the relative velocity vkB
of the

endpoints of the spring kB �and parallel damper RB�:

vkB
= v2 − vB �4�

These three velocities are associated with the combined spring
and damper force F2, suggesting a 0 junction with three bonds.
Finally, we can associate the following effort equation terms with
the spring velocity vkB

:

F2 = kB� vkB
dt + RBvkB

�5�

Table 3 Bond conversion

Fig. 1 Illustrative mechanical system example

Fig. 2 Example system bond graph
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Figure 2 shows the system bond graph, with the preceding
equations represented by bonds at the 1 and 0 junctions.

The above equations can be combined and rearranged to give
the state equations in conventional first-order form

v̇A = −
RA

mA
vA −

kA

mA
xA −

1

mA
F1

ẋA = vA

v̇B = −
RB

mB
	b

a

vA −

kB

mB
	b

a

xA +

RB

mB
vB +

kB

mB
xB �6�

ẋB = vB

where

F1 =
b

a
�kB	b

a
xA − xB
 + RB	b

a
vA − vB
�

Suppose the relative values of kB, RB, kA, RA, and the lever ratio
b /a render the lever force on mA negligible compared to the iner-
tial, spring, and damper forces. This would result in low relative
activity of the −F1 term in Eq. �3�. Suppose further that the trans-
formed velocity vA is essential for defining the velocities of kB and
RB and thus the dynamic response of mB. The term v2 would be
locally active in Eq. �4�. The implications for bond activity are
described in Fig. 3.

A one-way coupled model would result, in which kA, RA, and
mA could be simulated in isolation to predict the response of mA
and to generate vA. The velocity v2 �=b /avA� could then be ex-
tracted from the mA-kA-RA subsystem to excite the dynamics of
mB-kB-RB. Figure 4 shows the conditioned bond graph and parti-
tions resulting from low activity of the bond associated with the
−F1 term in Eq. �3�.

The partitioned state equations can be derived from the bond
graph, and are given below: Driven,

v̇A

ẋA
� = �−

RA

mA
−

kA

mA

1 0
�vA

xA
�

vA

xA
� = �1 0

0 1
�vA

xA
� �7�

Driving,

v̇B

ẋB
� = � RB

mB

kB

mB

1 0
�vB

xB
�

+ �− 	b

a

 RB

mB
− 	b

a

 kB

mB

0 0
�vA

xA
� �8�

The parameters b /a, mB, kB, and RB do not appear in Eq. �7�. The
driving output vA is extracted from Eq. �7� and input to the driving
subsystem in Eq. �8�.

The partitions can be simulated sequentially or in a parallel
computing environment, with each partition having a lower-
dimension state space than the original model.

3 Engine Model Development
A Detroit Diesel Series 60 in-line six-cylinder four-stroke direct

injection engine was modeled by Hoffman and Dowling in Ref.
�4� to study the ability of a one-way coupled model to predict
engine mount forces during steady-state operation, compared to a
FCM. The one-way coupled model �OWCM� mount forces in Ref.
�4� were generated by �1� simulating the engine with the block
rigidly constrained to the inertial frame, �2� measuring the rigid
constraint forces and torques, and �3� applying the constraint
forces and torques to the nonrunning engine on its mounts. This
application is revisited here as a test case for the conditioning and
partitioning algorithms, given that a set of realistic engine param-
eters and measured combustion forces is available. The engine is
run at low speed as in Ref. �4�, without a large effective crankshaft
inertia to represent the vehicle mass and gearing. Such as scenario
would be useful for the study of engine and body vibrations in an
idling or parked running vehicle, e.g., at a rest stop. An overall
rotary damping rate was used to achieve the desired steady-state
speed.

The in-line six-cylinder architecture is inherently balanced for
the first and second engine rotational speed harmonics. The domi-
nant component of the engine mount forces for an engine on a test
stand is therefore third order. The OWCM in Ref. �4� showed
single-digit percentage errors, compared to a FCM, in predicting
the third-order force component for an engine with no cylinder-
to-cylinder variation in mechanical parameters or combustion
forces. As imbalance was added or actual measured combustion
forces were used in Ref. �4�, model predictive ability was reduced.

In order to predict mount forces without relying on assumption
and intuition about the feasibility of decoupling, a new FCM of
the engine was developed by the authors using the bond graph
formalism, and was subjected to the conditioning and partitioning

Fig. 3 Activity relations for decoupled system

Fig. 4 Conditioned bond graph showing partitions

Fig. 5 Engine schematic
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algorithms to

�1� verify that decoupling could be systematically found with-
out assuming the form of the OWCM

�2� compare the resulting partitioned model with the OWCM in
Ref. �4�, and demonstrate the physical insight gained

�3� quantify and locate the sites where decoupling became in-

validated by a significant cylinder-to-cylinder variation that
would create imbalance.

The vector bond graph formulation for multibody systems �10�
was chosen, in which velocity vectors are defined with respect to
coordinate frames affixed to individual bodies. Using this formal-
ism, a model based on the full model of Hoffman and Dowling �4�
to represent the engine vibrations was constructed. The basic
building blocks of this model are given in Ref. �11�. Figures 5–7
show schematics of the engine, individual cylinder slider-crank
mechanisms, and the crankshaft. The respective body-fixed coor-
dinate system origins and orientations are as shown. The block
and crankshaft origins were both located at point O, and their
respective coordinate systems were initially coincident, with the z
axis upward through the bore of Cylinder 1. The “front” mount is
located at the front of the engine �near Cylinder 1� along the
vertical centerline, and the “left-rear” and “right-rear” mounts are
located to the left and right of the block-fixed x-z plane beyond
Cylinder 6. The mounts are modeled as three orthogonal linear
springs with directions parallel to the block-fixed system.

These forces, when applied to the engine with an internal
damping value of 30 Nm s / rad at the main bearing, produced a
steady-state speed of approximately 65 rad /s �620 rpm�, as shown
in Fig. 8.

The model parameters and combustion forces are from Ref.
�12�. For the present case study, the Cylinder 1 combustion force
versus crank angle curve was used for all cylinders, with the
curves for Cylinders 2–6 shifted along the crank angle axis to
mimic the firing order.

Parasitic elements �stiff spring and damper elements in parallel�
were used in the model at all pin joints. This is a standard proce-
dure to allow a small violation of the ideal rotational joint con-
straint such that an explicit set of ordinary differential equations
can be derived �13�. Parasitic stiffnesses were tuned to suppress
constraint violation displacements below 0.025 mm. In the de-
scription that follows, the left superscript indicates the reference
frame number according to Fig. 6. The position or velocity of a
body’s center of gravity is indicated by a numerical subscript, e.g.,
1r1 locates the crankshaft center of gravity with respect to point
O, in crankshaft-fixed coordinates. The position or velocity of an
arbitrary point is indicated by a letter subscript, e.g., 1rC in Fig. 6.

Numerical simulations were performed within the 20SIM �14�
bond graph simulation environment on a Pentium IV computer
using the Vode–Adams variable-step stiff system integrator. Abso-
lute and relative integration tolerances were set at 10−6. The Ap-
pendix lists model parameters.

4 Simulation Results for Balanced Engine
After applying the conditioning algorithm �Sec. 2.2, Steps 1 and

2� to determine local activities, partitions in the balanced engine
model were identified for a local activity threshold of 0.3% of the
maximum equation activity.

4.1 Balanced Engine Partitions. The partitions are summa-
rized below, are shown schematically in Figs. 9 and 10, and are
consistent with the notion of reciprocation about a fixed crank-
shaft axis as per the OWCM in Ref. �4�.

“Reciprocating” �driving partition� contains the following:

• crankshaft spin axis degree of freedom and velocity 1�1x
• internal friction
• crankpin translational velocity in the crankshaft y-z plane
• coordinate transformations between crankshaft, connecting

rods, and pistons in the y-z reciprocation plane
• connecting rod spin axis degree of freedom
• connecting rod inertial forces in the y-z plane
• piston motion and inertial forces in the z direction
• combustion forces

Fig. 6 Individual cylinder slider crank

Fig. 7 Crankshaft schematic †4‡

Fig. 8 Balanced engine speed
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The absence of the y and z components of the crankshaft angu-
lar velocity implies that the crankshaft spin axis �and thus the
connecting rod y-z reciprocation planes� may be considered fixed.

“Extended block” �driven partition� contains the following:

• complete engine block and main bearings from FCM
• crankshaft translational velocity; mass and inertial forces in

the x, y, z directions
• crankshaft �y and �z degrees of freedom

• connecting rod �y, �z, vx degrees of freedom; mass and
inertial force in the x direction

• piston angular motion; piston mass and inertial forces in the
x and y directions

• sliding joint forces and moments on block in the x and y
directions as a function ofpiston vertical displacement

95 driving outputs �and thus driven partition inputs� result from

Fig. 9 Driving partition power flow schematic

Fig. 10 Driven partition power flow schematic
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conversion of power bonds to modulating signals.
Figure 9 shows a “word bond graph” of the driving partition.

One of the cylinder submodels is shown in its entirety, but the
omitted cylinders are identical. Two-way power bonds have half-
arrows, and one-way signals have full arrowheads. The block ar-
rows represent signals from conditioned bonds, and carry the
power variables associated with eliminated constraint terms.
These are the outputs of the driving partition that are used as
inputs to the driven partition. These outputs are typically written
to a data file during simulation of the reciprocating dynamics, and
then can be used later as inputs to the driven block partition.

The dominant power flow path is from the combustion force
source, through the piston-fixed z axis �3vDz�, to translation of the
connecting rod in its y-z plane �3v2y , 2v2z� and rotation about its x
axis �2�2x�, to rotation of the crankshaft about its longitudinal
axis �1�1x�, and transmission of forces to the block y-z plane
�“crank pin force y ,z”�.

The crankshaft and connecting rod orientation angles can be
generated by integrating an angular velocity vector containing the
spin component only. The physical interpretation is that the piston
and connecting rod move in a reciprocating body-fixed y-z plane
that can be assumed fixed to the inertial y-z frame.

The power flow paths within the driven partition are shown
schematically via the partial bond graph of Fig. 10. Some indi-
vidual elements are removed for clarity, including parasitic con-
straining springs and some coordinate transformation junction
structure. Again, double-lined power bonds are vector bonds with
which velocity and force/torque vectors are associated, while
single-lined bonds carry scalar power variables. Some causal
strokes are shown to indicate where forces and torques are being
imposed upon the block and crankshaft. Given that some bond
graph structure is not included, the reader is cautioned against
assigning causal strokes to all bonds of the graph.

The engine block, main bearing, and engine mounts submodels
are unchanged from the FCM. The driven partition differs from
the OWCM in Ref. �4� in that it is not a constant-inertia model of
the block with a stationary crankshaft, connecting rods, and pis-
tons. For example, the piston displacement d is a required input to

the driven partition. The varying piston height significantly
changes the moments on the block about its x and y axes. In a
constant-inertia driven OWCM, the piston displacements with re-
spect to the block would remain constant.

The crankshaft translates with the block in the driven partition,
as indicated by the vector bonds from the crankshaft velocity vec-
tor node �1v1� to the mass and gravity force source. The crank-
shaft angular velocity components in the body-fixed y and z di-
rections �1�1y , 1�1z�, are present in the driven partition, and
create relative velocity contributions to the crankshaft and main
bearings through the 1�1x1r1 block.

Table 4 describes the inactive terms according to the numbers
inside triangles next to the block arrows in Fig. 9, and gives the
physical interpretation of the resulting reduced constraint equa-
tion. Negligible terms are struck out in gray in the table. When
interpreting Table 4, recall that an inactive bond at a velocity node

Table 4 Description of negligible constraint terms

Fig. 11 Partitioned model: front mount forces
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represents a negligible term in a force/torque equation and vice
versa. Bond conditioning removes the force/torque term from the
equation and moves it to the driven dynamics. The node velocity
then modulates the driven dynamics.

Figures 11 and 12 compare the front- and left-rear steady-state
mount force predictions of the fully coupled and partitioned mod-
els. The partitioned model forces were generated by running the
driving partition, saving the required driving signals �see Fig. 9� to
a file, and using the file to excite the driven partition containing
the block and mounts. The right-rear mount forces are not shown,
but are qualitatively similar to the left rear.

The front mount is characterized by lower vibration amplitudes
due to its location in the x-z plane. The partitioned model predicts
all the major vibrating components accurately, and also matches
the dc offset of all components. Table 5 shows single-digit per-

centage differences between the fully coupled and partitioned
models in predicting the magnitude of the dominant third-order
vibration amplitudes.

4.2 Misfire Mount Force Prediction. Next, an imbalance-
inducing combustion event is simulated by setting the Cylinder 1
combustion force to zero at all crank angles. Figure 13 shows the
resulting engine speed variation. As a result of the misfire, the
engine block motions are severe enough to affect the reciprocating
forces and moments in the block-fixed frame and compromise
decoupling. Relative activity calculation and bond graph condi-
tioning, using the same 0.3% threshold as for the balanced engine,
show that creation of two completely decoupled partitions is no
longer possible. For illustrative purposes, Figs. 14 and 15 are
provided to show that the original partitioned model nonetheless
predicts several mount force components accurately. However,
significant deviations in the predictions of the vertical �z� compo-
nent of the front mount force arise. The dc component is closely
predicted, but the variation about the mean is not. As expected,
given the nature of the imbalance, first-order vibration compo-
nents dominate the response as shown in the figures.

The relative activity measure also heightens physical insight by
allowing the analyst to determine systematically which new con-
straint terms are required to predict the front mount z component
effectively in the face of misfire. Consider the crankshaft, where
the equations defining the velocities of the crank pins are parti-
tioned for the balanced engine. Expanding the vector equation

1vC = 1v1 + 1�1 � 1rC �9�

in scalar form, eliminating negligible terms, and partitioning, the
components of crank pin velocity vC are defined by
Driving,

Table 5 Balanced engine mount force components: parti-
tioned model

Mount force
component

Freq. �Hz�/Magnitude �N�
% error
�Mag.�Full model Partitioned

Front x 31 /0.055 31 /0.058 5.5
y 31 /78 31 /80 2.5
z 31 /4.2 31 /4.25 1.9

63 /0.69 62 /0.69 3.5

Left
rear

x 31 /0.81 31 /0.87 7.9
y 31 /53 31 /55 3.0
z 31 /60 31 /61 1.6

Right
rear

x 31 /0.90 31 /0.97 8.0
y 31 /53 31 /55 3.0
z 31 /62 31 /63 1.7

Fig. 12 Partitioned model: left-rear mount forces

Fig. 13 Engine speed with misfire
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1vCy

vCz
� =

1�− rCz

rCy
�1

�1x �10�

Driven,

1vCx = 1v1x + 1�rCz − rCy�
1�1y

�1z
� �11�

Note again the elimination of the crankshaft translational velocity
components in Eq. �10�. Introduction of the misfire requires that
crankshaft translation terms be reinstated to predict the crank pin
absolute velocities. Equation �10� expands to

1vCy

vCz
� =

1v1y

v1z
� +

1�− rCz

rCy
�1

�1x �12�

as the relative activities of the translation terms increase from an
average of 0.21% to 1.16%.

Local activity also shows that in the presence of misfire, the

motion of the piston relative to the block �ḋ in the local z direc-
tion� becomes coupled to off-axis velocity components to a
greater extent in Cylinder 1 than in other cylinders. The front
mount is most affected given its proximity to Cylinder 1.

Note that conditioning the misfire model �i.e., removing unnec-
essary constraint equation terms without trying to separate the
model into separate, decoupled partitions� using the original 0.3%

Fig. 14 Partitioned model: front mount forces with misfire Fig. 15 Partitioned model: left-rear mount forces with misfire
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threshold can improve predictions of the unbalanced mount
forces. Obviously, fewer bonds can be conditioned than in the
balanced model, and complete partitioning is not possible. Figures
16 and 17 show the front- and left-rear mount force predictions
for the misfire engine, using a model conditioned with a 0.3%
threshold. Note the improvement over Figs. 14 and 15. While
two-way coupling exists, many sites of local coupling are re-
moved by elimination of negligible constraint terms. Model size is
reduced and computational savings result, as described in Sec. 4.3

4.3 Model Size and Computation Time Comparison. Table
6 compares the model size and number of computation steps for
the full, conditioned, and partitioned models of the balanced en-
gine. Figure 18 shows the relative computation times. For the
partitioned model, the individual times for sequential simulation
of the driving and driven partitions sum to approximately one-half

the computation time of the FCM. The small computation time for
the driving partition is highlighted in the figure. The Vode–Adams
absolute and relative integration tolerances were 10−6 for all runs.

Table 6 Model size comparison, balanced engine

Model Equations Variables States
Vode–Adams

integration steps

Fully coupled 5682 6501 279 989,618
Conditioned 4881 5863 294 908,492
Partitioned
driving

1688 1999 77 60,973

Partitioned
driven

3452 4111 197 854,084

Fig. 16 Conditioned misfire model: front mount forces Fig. 17 Conditioned misfire model: left-rear mount forces
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The times include the effort required to write the driving partition
outputs to a file every 0.0001 s, and the mount forces to a data file
every 0.001 s. Computation steps and time are for 1 s of simu-
lated engine motion.

Identification of partitions reduces the size of individual simu-
lation models, which will typically bring computational gains as
shown. Less obvious, but potentially very useful, is the fact that
simply conditioning the model can break algebraic loops, reduce
state dependencies, and improve computation time even without
partition identification and elimination. The misfire mount forces
of Figs. 16 and 17, generated with a conditioned model, reduced
computation time by 39% compared to a FCM with misfire.

5 Discussion
The primary contention of this paper is that a recently devel-

oped partitioning algorithm can be used in the context of engine
mount force prediction to yield, systematically, insight about the
relative importance of different physical phenomena contained in
a conventional vehicle engine model. It has been shown, based on
a 0.3% relative activity threshold, that a decoupled model for a
balanced engine predicts similar engine forces as the traditional
OWCM in Ref. �4�. Though the systematically generated model is
slightly more complicated than the traditional OWCM, it appears
to be more robust to imbalance due to the larger number of inputs
to the driven subsystem. For example, providing piston displace-
ment to the driven partition allows forces on the cylinder walls to
be calculated more accurately than in a nonrunning engine model
with pistons constrained to their initial positions.

The existence of partitions depends on the arbitrary threshold
value used. Loosening this tolerance �making the threshold nu-
merically higher� would necessarily result in a more completely
partitioned model. Setting a local activity threshold a priori can be
difficult, meaning that some iteration may be necessary to find an
acceptable trade-off between activity threshold and accuracy of
the partitioned model. Unfortunately, an analytical determination
of this threshold is unknown at this time. Future work will com-
bine the conditioning algorithm with a quantitative model accu-
racy algorithm �15�, with the goal of threshold setting based on
tolerances on points of engineering relevance such as overshoot
and rise time that can be identified from the full model output
plots.

A major point of this paper is that the algorithms allow the
decoupling to be easily rechecked for whatever scenario is of
particular interest to the modeler. Given any set of engine param-
eters and inputs of interest, one can simply rerun the model and
recalculate the bond relative activities. Had the engine been con-
nected to a rolling vehicle model through a gearbox with internal
friction, instead of to an idling vehicle or test stand, the engine
speed variations of Figs. 8 and 13 would be lessened. Reduction
of engine speed variation and filtering out of the effects of stag-
gered combustion events would likely reduce coupling between
reciprocating dynamics and block motion even further. Running
the engine at higher speeds, with more severe combustion events,
while filtering out engine speed variations with a large effective
crankshaft inertia and damping, may create higher local activities
in some of the partition boundary bonds. As in the misfire sce-
nario, continued existence of partitions, and locations where de-
coupling breaks down, can be easily checked.

Computational savings are reported in the case study. Compu-
tational savings become especially significant for design processes
in which an optimization algorithm may execute the model thou-
sands of times. Given that as the engine parameters and running
condition change, the partition boundary bonds may become ac-
tive; the user may wish to recheck a reduced model periodically
by resimulating the full system. Aggregate computation time can
still be significant even if an occasional run must be made with a
model that is needlessly complex, but is used to adjust the reduced
design model.

The physical insight gained by the proposed easy-to-use sys-
tematic partitioning algorithm is also a valuable attribute of the
technique. For engine vibration, the specific constraint equation
terms related to partitionability, or lack thereof, can be identified.
A spectrum of models of intermediate complexity is suggested by
“reinstated” power bonds as imbalance and/or speed increase, and
the modeler can get a physical sense of where decoupling erodes.
In the traditional OWCM which has an a priori assumed form, the
jump from full to reduced model is made with nothing in between.
Intermediate models which exhibit some two-way coupling, but
which have many conditioned bonds �eliminated constraint
terms�, are shown in the case study to be useful and efficient.

Future engine vibration case studies can now be done with the
partitioning method, for example, a study of the effect of vehicle
motion on the coupling between engine reciprocating dynamics
and block motion. The authors in Ref. �4� note the potential for
vehicle pitch motion to cause gyroscopic coupling in engines with
heavy crankshafts that are aligned with the vehicle’s longitudinal
axis.

The algorithm was developed using the bond graph modeling
language. While facilitating the calculation and comparison of ac-
tivity, elimination of negligible terms, reformulation of the model,
and identification of partitions, the use of graphical modeling for-
malisms is not a theoretical prerequisite for applying the algo-
rithm.

For the large model in question, equation formulation by the
20SIM processor was easier when parasitic elements �stiff springs�
were used to create explicit ordinary differential equations. Accu-
racy of the model with parasitic elements was ensured by tuning
the stiffnesses so that no joint constraint violation exceeded
0.025 mm. As reported in Ref. �16�, parasitic springs can be tuned
by suppressing their relative activity below a tight threshold so
that the elements do not participate noticeably in the system dy-
namics. Bonds to these elements would obviously not be subject
to conditioning. Individually tuning the elements for maximum
compliance will minimize numerical stiffness and help reduce
computation time. Note, however, that the relative activity parti-
tioning method can just as easily be used �and has been used� for
models with ideal joint constraints that yield a set of differential-
algebraic equations.

Fig. 18 Computation time, balanced engine
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6 Summary and Conclusions
In response to the ongoing need to systematically generate ac-

curate models with minimal complexity for simulation-based en-
gineering design of engines and other vehicle systems, an energy-
based partitioning algorithm has been applied to the problem of
determining whether or not reciprocating dynamics can be decou-
pled from engine block motion in predicting mount forces.

An in-line six-cylinder Diesel engine model was constructed,
first with perfect balance and then with a simulated misfire. Ac-
tivity, an aggregate measure of power flow, was used to identify
negligible constraint equation terms within the model. The bond
graph formalism facilitated the removal of negligible terms, the
subsequent creation of local one-way coupling sites, and the
search for separate partitions between which one-way information
flow occurred. For the balanced engine, a partitioned model was
generated that was able to predict mount forces accurately and
with significant computational savings. The partitioned model was
qualitatively similar to traditional ad hoc OWCMs; however, its
varying inertia made it more robust for mount force predictions in
the face of imbalance. Using the partitioned model to predict un-
balanced engine mount forces gave better results than the ad hoc
models. The algorithm suggested that partitions no longer existed
based on the original constraint activity threshold, and indeed
some mount force component predictions were significantly de-
graded. The algorithm pinpointed specific locations within the
equation model where decoupling broke down. Running the algo-
rithm after system inputs were changed automatically generated a
model of intermediate complexity compared to the fully coupled
and partitioned models. The intermediate model was more com-
putationally efficient than the FCM despite the fact that partitions
were not created.

The partition search method described herein facilitates moni-
toring of decoupling strength throughout the design process as
parameters and inputs change. Physical insight into the system
dynamics is heightened, and computation time can be reduced
even when system dynamics cannot be entirely decoupled.

Appendix: Model Parameters
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Table 7 Mass properties

Body
Mass
�kg�

Inertia �kg m2�
IXX , IYY , IZZ

Engine block 1207 122.3, 238.6, 233.1
Crankshaft 300 4.23, 70.38, 70.38
Connecting rod 6.32 0.0888, 0.0865, 0.0070
Piston 5.08 0.0120, 0.0120, 0.0095

Table 8 Mount parameters

Mount
Stiffness �kN/m�

Kx ,Ky ,Kz

Damping
�N s/m�

Rx ,Ry ,Rz

Location rel. to o
�m�

�x ,y ,z�

Front 193.1, 193.1, 1410 2340, 2340,
6340

�−0.318,0 ,−0.197�

Left Rear 314.5, 314.5, 157.0 2990, 2990,
2110

�1.000,−0.318,0�

Right Rear 314.5, 314.5, 157.0 2990, 2990,
2110

�1.000, 0.318, 0�

Table 9 Geometric parameters

Body Point
Location rel to o �m�

�x ,y ,z�

Block A �main bearing� �−0.0830,0 ,0�
Center of mass �0.4430,−0.0088,0.2830�

Crankshaft A �main bearing� �−0.0830,0 ,0�
Center of mass �0.4920, 0, 0�

C1
�0, 0, 0.0800�

C2 �0.1651,0.0693,−0.0400�
C3 �0.3302,−0.0693,−0.0400�
C4 �0.4953,−0.0693,−0.0400�
C5 �0.6604,0.0693,−0.0400�
C6

�0.8255, 0, 0.0800�

Connecting
rod i

Ci �rel. to c.g.� �0,0 ,−0.111�

Di �rel. to c.g.� �0, 0, 0.158�

Piston i Di �rel. to c.g.� �0,0 ,−0.050�
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High-Temperature Air
Combustion Phenomena and Its
Thermodynamics
The fundamentals and thermodynamic analysis of high-temperature air combustion
(HiTAC) technology is presented. The HiTAC is characterized by high temperature of
combustion air having low oxygen concentration. This study provides a theoretical analy-
sis of HiTAC process from the thermodynamic point of view. The results demonstrate the
possibilities of reducing thermodynamic irreversibility of combustion by considering an
oxygen-deficient combustion process that utilizes both gas and heat recirculations. HiTAC
conditions reduce irreversibility. Furthermore, combustion with the use of oxygen (in
place of air) is also analyzed. The results showed that a system, which utilizes oxygen as
an oxidizer, results in higher first and second law efficiencies as compared to the case
with air as the oxidizer. The entropy generation for an adiabatic combustion process is
reduced by more than 60% due to the effect of either preheating or oxygen enrichment.
This study is aimed at providing technical guidance to further improve efficiency of a
combustion process, which shows very small temperature increases due to mild chemical
reactions. �DOI: 10.1115/1.2795757�

1 Introduction
High temperature air combustion �HiTAC� technology is now

well recognized as the most advanced combustion technique for
the combustion of fossil or derived fuels with simultaneous
achievements of significant energy savings �about 25%� and pol-
lution reduction �about 25%� �1,2�. Flameless oxidation of fuels
has also been observed under HiTAC conditions. HiTAC is par-
ticularly attractive for processes that require uniform thermal
field, higher and uniform heat flux distribution in the combustion
zone, and compact size of the equipment �3,4�. Controlled flame
behavior results in uniform thermal field in the entire flame zone
�2� �less than about 50 K�, significantly reduced pollutants emis-
sion �about 25%� and combustion noise �5� �more than 7 dB�, and
compact size of the furnace or increased material throughput for
same furnace size �about 25%� �1–4�. Much of the experience
with HiTAC has been on combustors for use in furnaces and boil-
ers �1–15�. The flow dynamics is much different under HiTAC
conditions as compared to normal air case or normal air preheated
to high temperatures �5�. Recently, high temperatures have also
been used for the gasification of wastes �6,7�. Some of the benefits
of HiTAC are given below.

2 Benefits of Combustion With High-Temperature Air

2.1 Energy Savings. In all combustion systems, significant
loss occurs during the discharge of waste gases to the environ-
ment. In the HiTAC technology, thermal energy from the waste
gases in the combustion products is extracted using regenerative
type heat exchangers. Ceramic honeycomb or balls have been
demonstrated to provide thermal energy storage media in heat
exchangers. Honeycomb type heat exchanger is more effective
than ceramic ball type because of the larger surface area, low-
pressure drop, and high efficiency. Exhaust gases from industrial
furnaces and processes represent one of the major energy losses
from the system. The regenerative media used in the HiTAC de-
vices �both ceramic honeycomb and ball type� recover much of

the thermal energy from the exhaust gases and transport it back to
the combustion zone. The amount of recovered energy translates
directly into fuel savings and reduction of CO2 emission to the
environment. The goal of “High Performance Industrial Furnace
Development” project �1� was to simultaneously demonstrate en-
ergy savings �about 30%� using regenerative combustion, reduce
pollutant’s emission, including CO2, �about 30%�, and reduce
equipment size �about 25%�. Fuel energy savings in the range of
10–60% have been successfully demonstrated in different types of
furnaces along with uniform thermal field and pollution reduction.
Field tests on 167 furnaces demonstrated significant fuel savings
and the real benefits of HiTAC �1,2�.

2.2 CO2 Reduction. The role of CO2 emission to the envi-
ronment from the combustion of carbon based fuels is of great
concern as increased levels of CO2 result in global warming. The
demands for reducing CO2 emission are higher than ever before
as we continue to use more energy per capita worldwide and
increased population. All hydrocarbon fuels contain carbon, which
generate CO2 as by-product during the combustion of fuels, so
that a reduction in energy consumption directly translates to re-
duction of CO2 emission. The CO2 reduction with HiTAC tech-
nology is estimated to be about 25% �1�.

2.3 NOx Reduction. Emission of NOx is now known to be
responsible for the destruction of ozone layer in the upper atmo-
sphere. NOx �NO, NO2, N2O, N2O4, N2O5, etc.� involves the
complicated reaction mechanisms, which results in accelerating
the ozone depletion in the oxygen cycle on earth. Therefore, com-
bustion engineers have focused their attention to develop various
strategies to reduce NOx emission and improve the combustion
process. HiTAC is one of the most advanced techniques because
of low levels of NOx formation and emission, significant energy
savings, and uniform thermal properties in the entire combustion
space �1–5,8–10�. The reason for low NOx is due to uniform and
low overall temperatures. The thermal field uniformity has been
demonstrated to be much less than 50 K in the entire combustion
zone using HiTAC technology so that HiTAC combustion can also
be called isothermal combustion process. Under certain condi-
tions, the flame has been shown to be colorless. This mode of
combustion is called flameless oxidation of fuel.

2.4 Reduction of Equipment Size. Higher and far uniform
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thermal field and heat flux distribution is obtained with HiTAC
technology as compared to any other known method for combus-
tion, such as recuperative combustion or combustion with room
temperature or moderate temperature air �1,2,8,9�. The heat flux
can be as high as 350–400 kW /m2 as compared to the ordinary
combustion with heat flux of the order of 75–125 kW /m2. This
means that the application of HiTAC can essentially eliminate the
convective section of the boiler that is of much larger in size as
compared to the radiative section. The ignition delay time with
HiTAC flames is higher with high-temperature and low oxygen
concentration combustion as compared to that obtained using
high-temperature air �10�. However, the combustion in HiTAC
condition is analogous to distributed combustion so that the com-
bustion occurs in the entire volume of the combustion chamber
with the result that the actual size of the combustion chamber is
much smaller. This means that industrial combustion equipment
has significantly reduced size to result in materials conservation
and better product quality from the uniform thermal field with
HiTAC �1�. Simultaneous realization of the above benefits was
considered impossible before. The unique flame features associ-
ated with HiTAC assist in utilizing this technology for wider
range of applications than initially envisioned �1�.

3 Basic Principle of High Temperature Air Combus-
tion Technology

3.1 Thermodynamic Consideration of Combustion
Process. Flame temperature is one of the important factors for
considering combustion efficiency and energy conversion effi-
ciency. Weinberg �11� provided initial concept of excess enthalpy
combustion for the combustion of low heating value fuels. In his
study, limitations on combustion temperature were discussed, in-
cluding both positive and negative factors associated with com-
bustion temperatures in a certain range. Heat circulation from the
exhaust gases, using high-efficiency heat exchanger, was adopted
in order to increase the combustion temperature thus allowing the
combustion of low heating value fuels that could otherwise not be
combusted without using auxiliary fuel. However, combustion en-
gineers have to pay attention to the upper limit of combustion
temperature because of materials constraints used in the equip-
ment and/or pollution formation at higher temperatures, in par-
ticular, NOx. From the economic point of view, it is of course
better to use thermal energy generated by combustion process
itself to heat up the oxidant or fuel, which via other means. The
amount of combustion-generated energy circulated into the com-
bustion process is given as �1�

�
T0

Tt

CpdT = Qc + Qa = Ht − H0 �1�

where Tf is the final temperature, T0 is the initial temperature, Qc
is the energy released by chemical energy conversion, Qa is the
energy added, Ht and H0 are the enthalpy at two states. The cir-
culation part of thermal energy from combustion-generated prod-
ucts will increase the combustion temperature so that enthalpy of
the reaction zone will be above the conventional combustion
level. This has resulted in the use of term called “Excess Enthalpy
Combustion.”

Increase in thermodynamic efficiency must be coupled with
other desirable characteristics, such as low NOx formation, reli-
ability of the equipment and refractory material, and uniform ther-
mal field in the combustion zone. Nonetheless, the heat circulation
and excess enthalpy methods provide new light on next generation
of advanced energy conversion technology and combustion cham-
ber design. The method provides new ideas to control temperature
in the combustion zone. The method is independent of the fuel
composition and can simultaneously satisfy the demands of high
combustion intensity and reduced pollutant formation from fuels,
including low-grade fuels.

3.2 Development of Excess Enthalpy Combustion to High-
Temperature Air Combustion. Air preheats add enthalpy to the
combustion zone. From the point of pollutant formation, espe-
cially NOx, very high combustion temperatures result in high lev-
els of NOx emission. A method to maintain the same temperature
in the combustion zone is to dilute the incoming combustion air
with hot combustion products to result in low oxygen concentra-
tion combustion air. Partial recirculation of hot products into the
incoming combustion air dilutes the inlet concentration of oxygen
in the air. This diluted air will lower the peak flame temperatures
and also lower the oxidation of N2. Further examples of this are
given in Refs. �1,2,12�.

In the North American design, ceramic balls have usually been
used in the regenerators to preheat the combustion air with hot
gases exiting the furnace, while in Japan, both ceramic balls and
ceramic honeycomb regenerators have been used. The use of ce-
ramic balls in a packed bed provided higher combustion air tem-
peratures; however, the regenerator efficiency is not so high as
compared to honeycomb type regenerator due to very high heat
exchange surface area. Nonetheless, the air preheat temperatures
were much higher than those achieved previously with the use of
recuperators. The honeycomb regenerator is much more compact
than a bed packed with ceramic balls, has high specific surface
area and low thermal inertia, and provides very low-pressure drop
�2�. In HiTAC, the increase of temperature of the combustion
gases in the furnace is small �only about 50–100°C above the
incoming HiTAC�. The oxygen concentration in the combustion
air is very low �only about 2–5% by volume, depending on the
application� to result in flameless oxidation �or colorless flame�.
Under these conditions, the thermal field in the combustion zone
is very uniform �1,8,12�. The heat flux from the flame with high-
temperature combustion air is also very high �1,2,12�. However,
the flame fluctuations are very low and thermal field uniformity is
very high in HiTAC flames as compared to the normal flames
�13–16�. A schematic diagram of flame and heat flux distribution
with normal and high-temperature combustion air is shown in
Fig. 1.

3.3 Flame Stability and NOx Emission Characteristics.
The flame characteristics of propane fuel and high-temperature
combustion air have been examined in a test furnace facility using
several advanced diagnostics. The flame stability limits as a func-
tion of air-preheat temperature and oxygen concentration have
been found to be extremely wide �1�. The flame stability limits
increase significantly at high air preheats. The high temperature is
referred to as the temperature above the autoignition temperature
of the fuel. It is to be noted that very wide flame stability limit
occurs even with low oxygen concentration air. Under HiTAC
conditions, the flame stability is essentially infinite. The results
also suggest that it is possible to use exhaust gases from a neigh-

Fig. 1 A schematic diagram of flame and heat flux distribution
in a furnace with low-temperature combustion air „left…, high-
temperature air „middle…, and high-temperature and low oxygen
concentration combustion air „HiTAC… condition „right…
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boring furnace as oxidant without further dilution or gas recircu-
lation since these gases often contain several percent of oxygen.
Very low NOx emission levels have been obtained under high-
temperature and low oxygen concentration combustion condi-
tions. NOx emission at air-preheat temperature of 1150°C de-
creased from 2800 ppm at 21% O2 to 40 ppm at 2% O2.

3.4 Flow Dynamics of High-Temperature Air Combustion
Flames. Figures 2�a� and 2�b� show the mean flow velocity and
direction for the nonburning and burning cases, respectively, using
propane as the fuel �5�. The fuel jet causes strong impingement
into the cross flow for the high-temperature air case with the same
momentum between nonburning and burning cases. For the nor-
mal air temperature case, the jet deflects gradually into the cross
flow with a smoother trajectory. However, for the high-
temperature case, the jet has a much larger velocity distribution in
a small well defined region before its deflection. This suggests
greater dependency of the combustion air temperature and prop-
erties on the jet mixing and to provide a large influence on the jet
impingement. Further downstream, the velocity distribution is
smaller where most of the combustion occurs. The results also
showed that combustion decreases the turbulence in regions where
the jet deflects into the cross flow. Overall, the turbulence levels
for the high-temperature case were low as compared to the normal
air case. A very small local region of higher turbulence was ob-
served in the zone of high vorticity and axial strain. This region
provides local mixing of the fuel jet with the cross flow.

4 Analysis of High-Temperature Air Combustion
Further innovation of this combustion phenomena have been

continued with pure oxygen in place of air as the oxidizer �17�.

This is referred to as flameless oxy-fuel combustion. To reach the
same level of low oxygen concentration, the gas recirculation rate
when mixing oxygen and combustion gases is larger compared to
that when mixing air and combustion gases. The gas recirculation
rate R is defined as the ratio of the mass flow rate of the recircu-
lated combustion gases to that of the oxidizer. The extra advan-
tages of using oxygen are near zero NOx emission, a favorable
furnace atmosphere for more gas radiation and further reduced
furnace size. In addition, preheating of air is not required because
the high recirculation ratio is capable to guarantee the high tem-
perature required for the stable combustion. As a result, a simpler
burner without regenerator or recuperator can be used to achieve
the oxygen-deficient combustion using oxygen as an oxidizer.

In the literature, many terms have been used to refer to this
technology, see, for example, Cavaliere et al. �18�. They refer to it
as mild combustion because the temperature increase due to the
reaction is lower or milder than that of the preheated reactants.
However, the most common term used by many researchers in-
cluding us is HiTAC �1�. Flameless combustion �19�, high-
temperature combustion technology �HiCOT�, and excess en-
thalpy combustion are few other examples. However, the common
thing in all of the above cases is the low oxygen concentration of
the reactants. Since we consider here different cases of tempera-
tures, oxidizers, and gas recirculation rate, “oxygen-deficient com-
bustion” �ODC� will be used hereinafter.

Most thermodynamic analysis interest in ODC has focused on
temperature issues to ensure reduced peak temperatures and tem-
perature variations. Very limited attention has been given on the
global thermodynamics or exergy analysis of ODC. The reason is
probably because this technology is relatively new and most of the
research was focused on exploitation of the technology in indus-
trial heating in which second law analysis is used only sparingly
�20�. In contrast, there is always an interest in improving the
availability of fuel energy after combustion to provide useful
work. In fact, approximately 1 /3 of the fuel chemical energy be-
comes unavailable for a typical atmospheric combustion �21,22�.
Most of this inherent thermodynamic irreversibility is associated
with internal heat transfer between products and reactants.

Detailed thermodynamic analysis is provided in the HiTAC
book by Tsuji et al. �1�. They show that second law efficiency
increases due to preheating and is higher in the case of isothermal
combustion than in the case of adiabatic combustion. However,
they did not study the effect of gas recirculation. Instead, they did
analysis at different equivalence rations � from 0.1 to 1. In fact,
ODC can be best represented by R or the reactant oxygen level
and not by �. Daw et al. �23� showed the possibilities of reducing
thermodynamic irreversibility of combustion by considering a
conceptual isobaric combustion process that utilizes controlled
preheating to promote near equilibrium combustion. However,
that was only conceptual and not very practical but helps one to
illustrate the trend for less irreversible combustion.

In the present study, global first and second law analyses were
used on ODC to examine the possibilities for reducing irrevers-
ibility. Exergy and energy flows and losses are evaluated at every
stream and stage in the combustion processes. A comparison is
made between a conventional and ODC using either air or oxy-
gen.

5 Thermodynamic Aspects of Oxygen-Deficient Com-
bustion

The ODC is a system comprising three components �see areas
under dashed line in Fig. 3� performing the processes of heat
recuperating of combustion product by the oxidizer, mixing of
preheated oxidizer and combustion products to yield a low oxygen
concentration reactant, and finally the combustion of these reac-
tants with the fuel. Although the low oxygen concentration is
achieved in practice by internal flue gas recirculation, the recircu-
lation and mixing process is hypothesized in a separate mixer

Fig. 2 Fuel jet impingement into a cross flow of normal tem-
perature air „left… and high-temperature air „right…
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located between the heat exchanger and the combustor, as shown
in Fig. 3. The following assumptions have been used for the
analysis:

�i� Environment is dry air at 298.15 K and 101.325 kpa.
�ii� All processes are steady state steady flow.
�iii� Kinetic and potential energies are neglected.
�iv� The oxidizer and the fuel enter the system at 298.15 K.
�v� Heat recuperation is a counterflow heat exchanger having

effectiveness of 0.9.
�vi� Dilution of oxidants is only due to gas recirculation �mix-

ing of product gases with preheated or nonpreheated oxi-
dizers�.

�vii� The fuel is 100% propane.
�viii�Oxidizer/fuel ratio was set to correspond to 3% oxygen in

the combustion product gases �for complete combustion�.
�ix� Combustion processes are adiabatic and isobaric.
�x� Assumed combustion product species are O2, CO2, H2O,

N2, O, H, OH, H2, CO, and NO.
�xi� Combustion gases entering the mixer or the heat ex-

changer are assumed to be a product of complete combus-
tion containing only O2, CO2, H2O, and N2.

�xii� Irreversibility due to thermal interaction with environment
is neglected in the mixer and the combustor. However,
energy loss to the environment from a heat exchanger was
accounted for based on some experimental data.

�xiii�Pressure loss is accounted for only in the heat exchanger.
�xiv�Constant pressure process in the mixer and combustor.
�xv� Thermodynamic gas properties obtained from data tables

�21,22,24�, and
�xvi� GASEQ code �25� used to calculate equilibrium states and

temperatures.

Cases of oxidizer as air or oxygen are studied. For air-ODC
system, a combined heat and gas recirculation was considered.
However, only gas recirculation was considered in the case of
oxygen-ODC system. Table 1 shows the examined cases for dif-
ferent gas recirculation rate R values �R is defined as the ratio of
the mass flow rate of the recirculated combustion gases to that of
the oxidizer� and the corresponding oxygen mass fraction ��O2

� of
the reactants. Cases of oxygen-OCD system with a combined gas
and heat recirculation will be shown later and compared with
cases of only gas recirculation.

5.1 Enthalpy: Temperature Diagram of Combustion
Process. Conventional thermodynamics analysis was made by
constructing the H-T diagram shown in Fig. 4�a�. The HR curve is
the enthalpy of the unburned reactants as a function of tempera-

ture for a mixture of fuel and air ��O2
=0.23�. The other curves,

underneath and parallel to it, are also the enthalpies of unburned
reactants but for diluted air and fuel. The HP curve is the enthalpy
of chemically equilibrated burned product. It is independent of
oxygen concentration because the products of combustion at equi-
librium and at certain temperature are the same for all cases if
dilution is made by flue gas recirculation as assumed in this study.
Since the two curves �HR and HP� are converging due to the
thermal dissociation and the increase in specific heat of the prod-
uct, heat of combustion becomes less until it becomes zero, which
corresponds to the adiabatic limit temperature Talf. It is clear from
the figure that Talf decreases with increase in dilution. Talf de-
creases from 3233 K to 2520 K when the oxygen mass fraction in
the reactant is reduced from 23% to 5.6%. In fact, this is not the
only theoretical limiting temperature. Since we are considering
preheats by heat recirculation and gas recirculation, the maximum
preheated temperature of the reactants remains lower than that of
Talf. This is because of the finite temperature difference in the heat
exchanger �preheater�. This maximum limiting temperature of the
reactants due to mixing and preheating TLimp can be determined
by knowing the effectiveness of the heat exchanger � and R as
follow:

Fig. 3 The oxygen-deficient system comprising three
components

Table 1 R values and the corresponding oxygen mass fraction in the cases examined

Air R 0 0.5 1 2 4 6 100
�O2

0.233 0.16 0.013 0.095 0.068 0.056 0.028

Oxygen R 0 1.5 4 6 10 15 35 100
�O2

1 0.41 0.21 0.155 0.104 0.076 0.042 0.024

Fig. 4 H-T diagram for C3H8/air or O2 mixture „top diagram, air;
bottom diagram, O2…
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TLimp =
Talf��cp,ox,o + Rcp,alf� + �1 − ��cp,ox,oTox,i

�1 + R�cp,Limp
�2�

where the subscripts ox, i and ox,o refer to the condition of the
oxidizer before and after the heat exchanger, respectively. TLimp is
shown in Fig. 4�a� as a dashed line. The intersection between HP
and a straight horizontal line drawn from TLimp toward HP is the
maximum temperature of the products corresponding to TLimp if
combustion is adiabatic. In contrast, if the preheating is with gas
recirculation without using a heat exchanger, limiting maximum
temperature of the reactants will be less than TLimp, which is
shown by another dashed lined marked with TLim in the same
figure.

TLim =
cp,oxTox + cp,alfTalf

cp,Lim�1 + R�
�3�

In fact, operation without heat recirculation is only realistic in
practice when using oxygen as the oxidizer and with gas recircu-
lation. Figure 4�b� shows the same H-T diagram but in the case of
oxygen-ODC system.

5.2 Entropy Generation. Depending on the value of R, the
ODC involves variations of mass flow rates for the same energy
input of the fuel. Therefore, it is more convenient to use the ab-

solute entropy rate Ṡ �J/K s� to compare ODC with other combus-
tion process. By comparing Curve I with Curves II and III in the
T-S diagram �Fig. 5�, the entropy generation for an adiabatic com-
bustion process is reduced by more than 60% due to the effect of
either preheating or oxygen enrichment. These calculations are
based on 200 kW energy input from propane. In the case of pre-
heating the reactants, the temperature increase of the product
gases is less than that of the reactant gases because of the increase
in specific heat caused by thermal dissociation of product. As a
result, less entropy generation is due to preheating. In the case of
oxygen combustion, although �T is higher than that of air com-
bustion, entropy generation of oxygen combustion is minimized
because N2 dilution is reduced and this reduces the heat capacity
of both reactants and products �22�.

Figure 6 shows the effect of the gas recirculation on entropy
generation for both cases of oxygen- and air-ODC combustion
systems. In both cases, R were set to 35 and 6, respectively, by
which O2 concentration is reduced to about 5%. By comparing
Curves I and II from Fig. 6 with Curves II and III from Fig. 5, one
can conclude that entropy generation is increased by about 14–
18% due to gas recirculation. However, in the case of oxygen,
preheating oxygen before mixing further will minimize �S �com-
paring Curves II and III in Fig. 5�. Figures 5 and 6 are to same
scale to facilitate comparison showing that gas recirculation fa-
vors maximum temperature of the products.

5.3 Irreversibility of Oxygen-Deficient Combustion
Process. For and adiabatic combustion process, the irreversibility

rate İ can be calculated directly as

İ = To�̇ �4�

where the entropy generation �̇ is equivalent to �Ṡ in this case. İ
can also be found from the exergy balance of the combustor.

�
in

Ė − �
out

Ė = İ �5�

or ĖR+EF−EP= İ, where the subscripts R, F, and P refer to reac-
tants, fuel, and products, respectively. The exergy rate of a flue
gas stream of m components is given by

Ė = �
j

m

ṅj�ch,j + �
j

m

ṅi�ph,j �6�

The specific molar chemical and physical exergy are

�̃ch = �
j

m

xj�̃ch,j + R̃To�
j

m

xj ln�xj� �7�

�ph = �T − To��
j

m

xjc̃p,j
� + RTo ln�P/Po� �8�

where P is total pressure of the mixture and c̃p
� is the mean molar

isobaric exergy capacity defined as

c̃p
� =

1

T − To
��

To

T

c̃pdT − To�
To

T
c̃pdT

T � �9�

Since P equal Po, the second term of the right hand side of Eq.
�8� for the isobaric combustion process is zero. It is useful to

normalize İ. Thus, the fraction that is lost from the total exergy

input �Ėox+ ĖF� through irreversibility in the combustor is called
the efficiency defect �.

Figure 7 shows the relation between the efficiency defect due to
combustion �comb and the temperature of the combustion gases
products. It is clear that one can get higher second law efficiency
if oxygen concentration in the reactants is reduced and/or if pre-
heating raises the combustion products temperature. Thus, the
combination between heat and gas recirculation produces least
irreversibility.

Although there is no heat exchanger �oxidizer preheater� in the
case of oxygen-ODC system �Fig. 7�b�, bottom diagram� in which
mixing only performs the preheating of the reactants, the effi-
ciency defect is slightly lower in the case of oxygen-ODC system

Fig. 5 Effect of preheating of the reactants and oxygen enrich-
ment on the entropy rate generation in an adiabatic isobaric
combustion process

Fig. 6 Effect of dilution by flue gas recirculation on the en-
tropy rate generation in an adiabatic isobaric combustion
process
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than that for air-ODC system if we keep the product temperature
constant �see the dotted vertical lines at 2000 K in Fig. 7�a�, top
diagram and Fig. 7�b�, bottom diagram�.

5.4 Irreversibility of the Whole Oxygen-Deficient Com-
bustion System. A more comprehensive global thermodynamic
analysis of the oxygen-deficient system is presented in this section
and includes the other two components �the mixer and the heat
exchanger�. The irreversibilities from the components added to
reduce irreversibility of the ODC may or may not exceed that of

an ordinary combustion. In order to examine this, İ for both mix-
ing and heat exchange processes were calculated. In the calcula-

tion of İ for the heat exchanger, experimental values for pressure
loss and heat loss to the environment were used and generalized
for all cases. The total irreversibility is thus due to the entropy
change, Eq. �10�, and the thermal interaction with the environ-
ment, IQ in Eq. �11�. The later is equivalent to the exergy loss to
the environment, EQ.

İ = To�ṁox�
ox
	�

Tax,i

Tox,o

xicpi

dT

T
+ RoxTo ln	 Pox,i

Pox,o




− ṁfg�
fg
	�

Tfg,o

Tfg,i

xicpfg

dT

T
+ RfgTo ln	 Pfg,i

Pfg,o


� �10�

İQ = Qs

Ts − To

Ts
= ĖQ �11�

The irreversibility or the efficiency defect due to the heat ex-
changer can also be found from the exergy balance as

� = 1 −
Ėfg,o − Ėfg,i

Ėox,i − Ėox,o

�12�

On the other hand, İ for the mixing

İ = To�ṁoxcpR
ln�TR/Tox� + ṁfgcpR

ln�TR/Tfg�� �13�

For such multicomponent system, one can calculate the second
law efficiency of the whole ODC system 	 as given by

100 % = 
 + �HX + �mix + �comb �14�
where the last three terms represent the efficiency defect due to
the heat exchanger, the mixer, and the combustor, respectively.

Figure 8 below shows the particular efficiency defect of every
component of the system at relatively high gas-recirculation rates.
It should be noted again that the heat exchanger is absent in the
oxygen-ODC system and therefore maximum temperatures are
not as high as for air-ODC system. Since mixing takes place at
lower temperature differences for the case of air than for oxygen
case. �mix, in the oxygen case is much higher than for the air cases
and it can be even higher than both efficiency defects �HX and
�mix in the case of air. Therefore, the total efficiency of both sys-
tems is almost comparable. Point �P� in Fig. 8�b�, on the other
hand, represents the total efficiency defect of an ODC when both
gas and heat recirculation are used in the case of oxygen-ODC
system. Therefore, adding heat recirculation increases the total
efficiency of the system.

Figure 9 shows a comparison between an ordinary combustion
process �the first column� and oxygen deficient cases at low oxy-
gen concentrations �Bars 2, 3, and 4�. The second column is for an
air-ODC system while Columns 3 and 4 are for oxygen-ODC
system. In Column 3, only gas recirculation takes place, while in
Column 4, both gas and heat recirculation take place. These com-
parisons clearly show that oxygen system is the most efficient as
compared to others, especially when adding the heat exchanger.
The irreversibilities due to the heat exchanger and the mixer to-
gether �Column 4� are less than that of the mixer alone �Column

Fig. 7 Efficiency defect due to combustion as a function of
equilibrated temperature of the products for various oxygen
concentration levels

Fig. 8 The efficiency defect of every component of the ODC
system as a function of equilibrated temperature of the product
combustion gases
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3� when mixing performs the preheating. This additional preheat-
ing using the heat exchanger �heat recirculation� increases the
reactant temperatures and thus further reduces the irreversibility
of the combustion process. The overall increase of efficiency is
about 8% when adding the heat exchanger to the ODC-oxygen
system.

The last three columns �5, 6, and 7� in Fig. 9 are for extreme
gas recirculation �R=100� to show the trend for high second law
efficiency of the ODC process. It is clear that �comb is reduced
with increase in gas and heat recirculation. Although �mix and �HX
increase when �O2

of the reactants decreases, the second law ef-
ficiency of the whole ODC system increases and is higher if oxy-
gen is used as an oxidizer. In fact, if the same trend is followed,
not only the second law efficiency increases but also the first law
efficiency increases. Flue gas energy loss of oxygen-ODC system
is less than 3% of the total energy in the fuel if recuperator effec-
tiveness of 0.9 is used to preheat oxygen �the cases of Columns 4
and 7�. This loss is �10% for an air-OCD system �Columns 2 and
5�.

6 Conclusions
HiTAC has proven benefits of significant energy savings, re-

duced pollution, and decrease in size of the equipment and uni-
form thermal field. No other technology has allowed one to
achieve such significant simultaneous benefits.

The first and second law efficiencies are higher if oxygen con-
centration in the reactants is lowered and/or if preheating is used
to raise the maximum temperature. Thus, the ODC which is a
combination of heat and gas recirculation, produces higher ther-
modynamic efficiencies. Maximum thermodynamic temperature
of an ODC system is mild and less than that of ordinary combus-
tion. It is directly proportional to the heat recirculation and in-
versely proportional to the gas-recirculation rate and hence is
lower in the case of oxygen used as an oxidizer. The exergy analy-
ses in this study can be used as a technical tool to guide further
efficiency-improvements in combustion processes.

Nomenclature
Cp � specific heat �J/kg K�
c̃p

� � mean molar isobaric exergy capacity �J/mol K�
E � exergy rate �W�
H � enthalpy �J/kg�
İ � irreversibility rate �W�

ṁ � mass flow rate �kg/s�
ṅ � rate of number of moles �mol/s�
P � pressure �Pa�
Q � energy �J/kg�
R � gas recirculation rate

Ṡ � absolute entropy rate �J/K s�

T � temperature �K�
Talf � the adiabatic limit temperature �K�
Tlim � limiting maximum temperature of the reactants

Tlimp � maximum limiting temperature of the reactants
due to mixing and preheating �K�

x � molar fraction
� � second law efficiency defect
�̃ � specific molar exergy �W/mol�
� � equivalence ration
� � effectiveness of the heat exchanger

�̇ � entropy generation �J/K s�
� � mass fraction
	 � second law efficiency

Subscripts
a � added

ch � chemical
comb � combustion

f � final
F � fuel

ph � physical
HX � heat exchanger

i � input
mix � mixer

o � output, initial, environmental condition
ox � oxidizer
P � products
R � reactants
s � surface

� � molar
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Combined Effects of Overheating
and Soot-Blower Erosion on
Reheater Tubing in a Gas-Fired
Large Capacity Boiler
In a large capacity tangentially fired boiler, the final reheater tubing sustained abnormal
oxidation and localized excessive metal wastage in a short time of the unit operation. The
root causes of the problem are identified by test data analysis. The test data indicated that
the reheater tubing metal temperatures in the affected areas exceeded the recommended
limit of the metal oxidation temperature due to higher than expected local gas tempera-
tures and velocities. A soot-blower facing the overheated portion of the reheater leading
tubes accelerated the process of metal wastage by periodically removing the oxide layer.
The configuration of the boiler internals upstream of the reheater section is found to be
the main cause of the localized overheating. Side-to-side gas flow/temperature stratifica-
tion due to tangential firing contributed to a lesser degree to the problem. The results and
conclusions presented in this paper should be a beneficial guide to the designer of large
capacity boilers. �DOI: 10.1115/1.2795769�

1 Introduction
Reheater tube failure is one of the leading causes of forced

outages of fossil-fired utility boilers. The main reasons responsible
for reheater tube failure are creep rupture, caused by long-term
overheating, and fly ash erosion. However, abnormal oxidation of
tube outer surface �caused by short-term overheating� combined
with erosion �caused by frequent use of a soot-blower� can seri-
ously reduce the tube-wall thickness and lead to premature failure.

The formation of oxide scale on ferritic alloys is a diffusion-
controlled reaction that follows a parabolic growth rate law �1�.
The rate of oxide formation is initially high but decreases as the
layer thickness increases and becomes self-limiting/protective.
Also, the rate is a function of temperature; too high a temperature
can lead to too rapid oxidation. Soot blowers can cause erosion to
boiler tubes in the neighborhood of their operation. The basic
mechanism is the removal of the protective oxide layer. The ex-
posed clean tube metal in the high temperature gas atmosphere is
reoxidized, consuming the tube metal each cycle �2�. By scale
formation and removal, tube-metal thickness is severely reduced
to the point of failure.

This paper presents such a case where leading tubes of the final
reheater assemblies, in a large capacity boiler, sustained severe
metal wastage after 31,000 h in operation. The boiler is a
controlled-circulation unit rated for 578 kg /s of steam at
17.2 MPa and 541°C. The reheater was designed for 4.2 MPa at
541°C, and consists of two sections: primary and secondary �fi-
nal�. The final reheater consists of 192 pendant tube assemblies
�panels� placed across the convection zone of the boiler; each
assembly contains five tube loops in a row. Figure 1 shows a side
view of the upper section of the boiler where the final reheater is
placed downstream of the final superheater, and a screen of water
tubes is installed between them. The final superheater consists of
192 pendent �vertical� tube assemblies; each assembly contains
six tube loops in a row. Each tube loop is composed of two por-
tions: the front loop and the rear loop. The rear loop is short,

leaving a wide gap between the bottom of that portion of the
superheater and the floor of the boiler convection zone.

The boiler is equipped with a number of soot blowers. One of
the blowers is a retractable type installed on a track to move
horizontally back and forth across the boiler width and facing the
lower portion of the reheater tubing at a distance of 206 mm from
the front tube row. The estimated temperature of blowing steam,
just before tube impingement, is 400°C.

The boiler is tangentially fired in a pressurized divided furnace.
The boiler has provisions to burn natural gas or oil, but it was
firing clean natural gas all of the time. Hence, fuel-ash corrosion
or erosion is not expected to contribute to the problem under
investigation.

In a tangentially fired boiler, there are two known factors that
contribute to superheater/reheater tube overheating: gas flow and
temperature imbalances across their perspective sections due to
the rotating swirl of flue gas and the imbalance of steam flow
distribution within each section �3�. However, improper tube as-
semblies’ configuration or placement in the convection pass can
strongly aggravate the gas flow/temperature imbalance, causing
unexpected localized regions of tube overheating. If these condi-
tions are associated with an erosion enhancing factor, severe dam-
age can be reflected on tube assemblies placed in these regions in
a short time of unit operation.

In order to determine the extent and severity of the reheater
tubing damage, a survey of tube thickness across the boiler width
was conducted and tube samples were taken to measure oxide
scale thickness and for microstructural examination. Test mea-
surements of tubing metal temperature at selected locations, flue-
gas temperature, and element outlet steam temperature were per-
formed in order to explore the root causes of the problem.

2 Reheater Visual Examination
A visual examination of the reheater tube assemblies indicated

that the front five tubes of the assemblies close to the sidewalls of
the convection pass and the first two tubes of the middle assem-
blies had a thick external oxide scale. The scale on the front side
of the leading tubes was thicker and partially exfoliated. The ef-
fective tube-wall thickness was reduced from 4.18 mm to 1.6 mm
at some points. Tube thinning was particularly severe on leading
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tubes close to the sidewalls at the bottom of the inlet to the re-
heater section. The affected tube length was concentrated around
the soot-blower elevation ��300 mm�.

3 Tube Sample Examination
Tube samples removed from the affected areas of the reheater

front row exhibited a very thick brown colored scale of metal
oxide. Figure 2�a� shows the external appearance of a tube sample
removed from the leading tube of assembly 181 at the soot-blower
level. The scale had grown in layers over the outer surface of the
tube. The thickness of the outside scale was as much as 1.37 mm

and the front side external scale was thicker than the rear side. The
internal surface of the tube sample was coated with a layer of
magnetite �Fe3O4�. The thickness of that layer was 0.48 mm.

The microstructure of the tube sample revealed a spheroidiza-
tion feature of the carbide in ferrite, as shown in Fig. 2�b�. The
spheroidization indicated exposure of the tube material �ferritic
steel, 2 1

4Cr–1Mo� to high metal temperatures above 579°C,
which is the recommended limit of the oxidation temperature for
this material �4�.

4 Tube Thickness Survey
As indicated before, a visual examination of the reheater sec-

tion revealed that tube-wall thinning was particularly prominent at
the front side of the leading tube of each assembly. Therefore, the
remaining thickness of all leading tubes, at the soot-blower eleva-
tion, was measured using an ultrasound test �nondestructive evalu-
ation �NDE��. The profile of wall-thickness readings is shown in
Fig. 3. The profile illustrates that the tube-wall loss was severe at
the sides of the unit and tapered off toward the center. The left and
right side 35 assemblies sustained the most severe metal loss, and
the most significant reduction in wall thickness was recorded at
assemblies 8 and 179 �from right to left� where the wall loss
exceeded 50%. Tube thickness readings of the second tube row of
the outboard assemblies indicated less exfoliation, and the mini-
mum wall thickness is located on the tube sides rather than on the
front side of the tube.

In addition, tube-wall thickness was measured along the most
affected tubes above and below the soot-blower elevation. Figure
4 illustrates the measurement results. The figure indicates that
tube thinning was most severe at the soot-blower elevation and
decreased quickly above and below this level.

Fig. 1 A side view of the upper section of the boiler shows the
final reheater and upstream installations: a soot blower, water-
tube screen, and the final superheater

Fig. 2 „a… Front-side external appearance of a tube sample re-
moved from the leading tube of assembly 181 at the soot-
blower level. „b… Microstructure of the same tube sample as
appeared on the transverse section of the tube-wall front side.

Fig. 3 Leading tube-thickness readings across the boiler
width at the soot-blower elevation

Fig. 4 Reduction in tube thickness along the leading tube of
each of the assemblies 8 and 179
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5 Temperature Measurements
In order to identify the causes of the problem and to determine

an appropriate solution, test data were collected at a boiler steam-
ing rate of 566 kg /h �98% of the boiler maximum rating�, which
corresponds to the unit full load. The test data included element
outlet steam temperature measurements, flue-gas temperature
measurements, and tubing metal temperature measurements at se-
lected locations. The evaluation of metal temperatures for the re-
heater tubing was conducted at the unit full load rather than at
intermediate loads because initial measurements of temperature
indicated that the metal temperatures are highest at the full load.
Temperature readings were collected during 2.5 h of the unit
stable operation. The collected readings were taken at 10 min in-
tervals. The calculated standard deviation of the collected readings
is �0.8°C �68.3% certainty�.

The outlet steam temperature profile for the front tube loop,
across the boiler width, is shown in Fig. 5. The profile pattern is
typical for a tangentially fired divided furnace, where element
steam high temperatures are found at the sides and center of the
units �3�. This pattern of temperature profile occurs, partially, due
to side-to-side gas velocity/temperature stratification associated
with this type of firing. However, this effect does not provide a
full explanation for the localized tube overheating at the bottom of
the reheater section.

Outside surface metal temperatures of the gas-touched reheater
tubing were measured by specially installed chordal thermo-
couples at selected locations. Assemblies 181, 131, and 112 were
selected for this purpose in order to establish the tube-metal tem-
perature profiles in and around the affected area of tube damage.
The location of the thermocouples on each assembly is indicated
in Fig. 5. Metal temperature data are shown in the same figure.
The peak of the metal temperature readings is in the leading tube
row of the side assemblies close to the wall of the gas pass where
thinning rate of the reheater tubing is the highest, and the tem-
perature decreases toward the center. This compares well with the
tube-wall thickness profile in Fig. 3. Also, as indicated in Fig. 5,
the highest metal temperature along the front tube is in the lower
portion of the tube at the soot-blower level indicating localized
overheating at this level.

Temperatures of the flue gas entering the bottom of the reheater
section �at location A, Fig. 1� and the gas leaving the front super-
heater section �at location B, Fig. 1� were measured using a water-
cooled moving probe. Location B is at a higher elevation than

location A, but in a vertical plane upstream of the water-tube
screen located ahead of the reheater section. The gas temperature
partial profiles are shown in Fig. 6.

6 Results and Discussion
The wall-thickness profile of the front tube row, shown in Fig.

3, indicates severe metal wastage close to the sidewalls of the unit
decreasing gradually toward the center. The metal wastage was
concentrated at the lower portion of the reheater section around
the soot-blower level, as indicated in Fig. 4. Also, the second tube
row sustained less tube damage than the front row, and tubing
external exfoliation decreased in the downstream direction.

Metal temperature readings, shown in Fig. 5, compare well with
the wall-thickness profiles �the cross-correlation coefficient is
−0.93083�. The peak readings coincide with the areas of maxi-
mum metal wastage in the lower portion of the front row close to
the unit sidewalls. The temperature decreases toward the center of
the unit and in the subsequent tube rows. This indicates that lo-
calized overheating was the primary reason for the abnormal ex-
ternal oxidation and consequent serious thinning of the final re-
heater tubing. The maximum recorded metal temperature was
613°C, which exceeded the oxidation limit of the tubing material
in the affected areas by 34°C.

The partial profile of the flue-gas temperature entering the
lower portion of the reheater �Fig. 6, location A� has the same
trends as the metal temperature profiles. The profile has a peak
temperature of 1180°C near the sidewall. The average measured
gas temperatures is 1108°C, while the manufacturer’s design
value of the gas temperature at this location was 840°C. This
indicates that the localized tubing overheating was due, in part, to
the higher than expected gas temperature entering the bottom of
the reheater section.

The average of the measured gas temperatures at location B
�Fig. 6� is 940°C. Thus, the average gas temperatures entering the
bottom of the final reheater section is higher than the average gas
temperatures leaving the upstream final superheater by 168°C.
Apparently, this is because the gas stream entering the bottom of
the final reheater section was subjected to less cooling surface
area due to the short length of the rear pendant loop in the up-
stream superheater. However, the average temperature at location
B is higher than the expected gas temperature by 70°C, indicating
a gas temperature gradient having a peak near the bottom of the
gas path and decreasing toward the boiler roof. This temperature
gradient is due to the boiler upper section configuration and inter-
nal arrangement, and it seems to be prominent near the sidewalls
because of the relatively poor gas mixing.

Calculated steam-side flow imbalance in the final reheater is
found to be insignificant, approximately 4%. In a reheater of a
uniform steam-side flow distribution, element outlet steam tem-
perature distribution is a reflection of heat absorption distribution
in each tubing circuit. In turn, the heat absorption distribution is

Fig. 5 Tube-metal temperatures and the front-tube outlet-
steam temperatures

Fig. 6 Flue-gas temperature partial profiles
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directly influenced by gas flow/temperature imbalance. The ele-
ment outlet steam temperature distribution, in Fig. 5, exhibits peak
temperatures at the sides and the center of the unit. This type of
pattern is typical for a tangentially fired divided furnace. On the
other hand, the peak readings at the sides coincide with the tubing
of maximum metal wastage, but this is not the case at the center of
the unit. Therefore, the gas flow/temperature imbalance due to
tangential firing may be the prime reason of the outlet steam peak
temperatures, but is not the main cause of the localized tube over-
heating at the bottom of the reheater.

A computer model of the upper section of the boiler was devel-
oped in order to calculate the gas flow distribution at the reheater
section. The model utilized a finite-volume method in solving the
governing equations of the gas flow. The modeling was carried out
in three typical cross sections; each section is in the flow direction
and parallel to the side wall of the boiler. The sections are spaced
apart from each other to contain assemblies 181, 131, and 112 of
the reheater. Based on the model input of the measured opera-
tional data and the boiler dimensional data, the calculated gas
velocity entering the bottom of the reheater tubing is in the order
of 22 m /s, while that velocity near the boiler roof is in the order
of 10 m /s.

At the furnace outlet, the gas accelerates along with the boiler
deflection arch. The accelerated gas stream encounters less resis-
tance at the bottom of the final superheater due to the short length
of its rear loop. Also, as indicated before, this gas stream is hotter
than the rest of the gas leaving the superheater section. An in-
stalled baffle wall on the water-tube screen was directing the ac-
celerated hot gas stream toward the area of the reheater where
excessive tubing metal wastage was found. Therefore, configura-
tion of the boiler internals and their placement with respect to
each other contribute largely to the much higher than expected gas
velocities and temperatures entering the lower portion of the re-
heater section. These conditions are combined with side-to-side
gas flow/temperature stratification, associated with tangential fir-
ing, to cause unexpected localized tubing overheating.

Initial oxide scale on a low alloy steel, as that of the reheater
tubing, grows stress free by a parabolic growth law �rapid initial
formation�. Later, a multilamination oxide structure is formed �5�.
The scale formed is susceptible to exfoliation once it is cracked by
application of locally excessive strains. Sources of strain from
operation include cooling strain caused by application of soot
blowing steam jets and subsequent cooling of the oxide structures
from one uniform temperature to a lower temperature. The cool-
ing strain is developed because of the difference in the coefficient
of thermal expansion between the base material and the oxide, and
also because of the differential thermal contraction of the oxide
layered structure. The strain tolerance decreases with increasing
oxide thickness and, therefore, decreases with operating time and
higher temperatures �6�.

Based on the data of Rehn et al. �7� and the approximated
equation of French �8�, a typical set of oxide growth curves for the
measured metal temperatures �on the leading tube of each of the
assemblies 181, 131, and 112� is shown in Fig. 7. The calculated
scale thickness is based on the assumption of constant outside
surface tube metal temperature in each case. For the metal tem-
perature of 613°C �the maximum measured tubing temperature�
and operating time of 31,000 h, the calculated scale thickness is
0.565 mm, which is approximately equivalent to 0.283 mm in
tube-wall reduction. The actual measured reduction in that tube
wall is 2.18 mm, which is 7.7 times the expected value. This ratio
is 6.1 and 5.2 for the measured tube temperature of 571°C and
563°C, respectively. This indicates that the soot blower played an
effective role in tube thinning, but the effectiveness of that role
decreases with the decrease in the metal temperature toward the
center of the boiler. Therefore, the root cause of the problem is the
localized overheating of the reheater tubing, and the soot-blower
accelerated the process of metal-tube wastage.

The result of this investigation could be applicable to other

gas-firing boilers of comparable size and the same design configu-
ration. In oil-firing and coal-firing boilers, the effects of erosion
and corrosion, caused by fuel ash and other flue-gas corrosion
oxides, are of additional considerations.

7 Conclusion
The test data analysis and results have indicated that the exces-

sive metal wastage of the reheater tubing is due to localized over-
heating as a result of higher than expected gas temperatures and
velocities at the bottom and the sides of the inlet to the reheater
section. The soot blower accelerated the process of metal wastage
by periodically removing the oxide layer from the leading edge of
the reheater tubes. The higher than expected gas temperature and
velocity was mainly due to the combined effects of the short rear
pendant loop in the upstream-installed tube assemblies and the
design configuration of the upper section of the boiler. Side-to-
side stratification in gas velocity/temperature at the furnace exit,
associated with tangential firing, is another factor that contributed
to the localized tube overheating.

In such a case, proper design configuration and placement of
the boiler internals might decrease or eliminate localized tubing
overheating. An accurate three-dimensional computer model of
the gas path could be a useful tool to guide the boiler designer in
this regard.

Wherever tubing overheating is suspected, higher alloys of tube
materials should be considered and soot-blowing should not be
performed on a regular basis but only as needed. Additional con-
siderations to the effects of fuel-ash erosion and corrosion in oil-
fired and coal-fired boilers are required.
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Deviations in Predicted
Condenser Performance for
Power Plants Using HEI
Correction Factors: A Case Study
The Heat Exchange Institute (HEI) Standards for Steam Surface Condensers are used to
design and predict the performance of condensers for power plant applications. Since
their inception, the Standards have undergone numerous changes to incorporate techno-
logical advances and revisions to various factors based on testing and operating expe-
riences. Admiralty and copper-nickel (CuNi) tubes were very popular until the 1970s.
Subsequently, increasing concerns with the use of copper-based alloys in nuclear power
plants as well as other factors led to specification and use of stainless steel (SS) and
titanium. The first condenser designed with titanium tubes was put into service in 1977.
In 1978, the HEI published the seventh edition of the HEI Standards for Steam Surface
Condensers. The eighth edition was issued in 1984 followed by Addendum 1 in 1989. The
ninth edition was issued in 1995 and Addendum 1 to the ninth edition was published in
2002. Notable differences between the ninth and seventh editions include higher circu-
lating water inlet temperature correction factors below 70.0°F; for Admiralty, higher
tube material and gauge correction factors for tube wall gauge below 16 Birmingham
wire gauge (BWG) and lower values above 20 BWG; for 90 /10 CuNi and 304 SS, higher
tube material and gauge correction factors for tube wall gauge between 12 BWG and 24
BWG; and for titanium, higher tube material and gauge correction factors for tube wall
gauge above 18 BWG. Depending upon the tube diameter, material, wall gauge, and the
correction factors used for a specific condenser application and its operating range, there
could be substantial deviations in predicted condenser performance and associated im-
pact on output. Using a case study, this paper examines the use of the correction factors
from the seventh and ninth editions in power plant condenser performance predictions. It
provides recommendations for developing proper benchmarks and for ensuring optimum
condenser performance. �DOI: 10.1115/1.2795779�

Keywords: HEI, condenser, correction factors

Background
In accordance with the Heat Exchange Institute �HEI� Stan-

dards for Steam Surface Condensers, condenser performance
guarantees are provided at a single point, namely, the design con-
denser pressure. The choice of design circulating water inlet tem-
perature corresponding to the design pressure is a matter of eco-
nomic evaluation. The higher the design circulating water inlet
temperature, the larger is the condenser and the greater the capital
cost. The first cost has to be balanced against the economic ben-
efits of performance gains from the lower condenser pressures.
Design circulating water inlet temperatures for power plants using
once through cooling may range from 50°F to 81°F. For plants
using wet cooling towers, the values may be higher.

The HEI Standards clearly state that the performance of the
condenser cannot be exactly predicted under varying operating
conditions. The performance curves and tabulations provided in
the Standards are approximate excepting at the design point.

The HEI published in 1978 the seventh edition of the Stan-
dards. In 1984, the eighth edition was issued and this was fol-
lowed by Addendum 1 in 1989. The ninth edition was published
in 1995 followed by Addendum 1 in 2002 �1–3�.

For the currently operating power plants that went into service
during the period 1969–1983, the design of their condensers pre-
ceded the eighth and ninth editions of the HEI Standards.

During the 1970s, use of Admiralty and CuNi alloys for the
tube materials was quite common. In the 1980s, adverse effects of
copper-bearing alloys on nuclear steam generators and other fac-
tors led to use of stainless steel �SS� and titanium. The seventh
edition of the HEI Standards contained limited data on titanium.

Heat Exchange Institute Correction Factors
The HEI Standards for Steam Surface Condensers provide

overall tube bundle heat transfer rates for different tube diameters,
wall thicknesses �Birmingham wire gauge �BWG��, tube materi-
als, circulating water inlet temperatures, and average water veloci-
ties. The information was developed using, as the reference, clean,
18 BWG Admiralty tubes at a circulating water inlet temperature
of 70°F.

Uncorrected heat transfer coefficients U1 are provided for dif-
ferent tube diameters and average water velocities, assuming
clean tubes. The service or expected heat transfer coefficient U is
obtained by multiplying the uncorrected heat transfer coefficient
U1 with three correction factors, namely, FW for circulating water
inlet temperature correction, FM for tube material and gauge cor-
rection, and FC for tube cleanliness correction.

U = U1 � FW � FM � FC �1�
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The uncorrected heat transfer coefficient U1 is determined from
the following:

U1 = C � �V �2�

C is a constant and V is the average water velocity in the tubes.
C has a value of 267 for tube outside diameters �ODs� of 5 /8 in.
and 3 /4 in., 263 for tube ODs of 7 /8 in. and 1.0 in., and 259 for
tube ODs of 11 /8 in. and 11 /4 in.

While U1, FW, and FM are obtained from the HEI Standards,
selection of the design tube cleanliness correction factor FC de-
pends upon the tube material, cooling water characteristics, oper-
ating conditions, etc. Commonly used design values are 0.85 for
Admiralty and 90 /10 CuNi, 0.90 for 304 SS, and 0.90–0.95 for
titanium.

For Admiralty and 90 /10 CuNi, 18 BWG for tube wall thick-
ness is common. For 304 SS and titanium, to compensate for the
reduced heat transfer characteristics, thinner wall thicknesses of
22 BWG or 24 BWG are common. For the purposes of this paper,
discussion is limited to wall thicknesses of 18 BWG and 22 BWG.

The ninth edition of the HEI Standards was a complete rewrite
of the earlier standards. It incorporated technological advances as
well as revisions to the correction factors FW and FM, based on
knowledge gained from testing and operating experiences.

Figure 1 shows a comparison of the correction factor FW from
the seventh and ninth editions as a function of the circulating
water inlet temperature T1.

Fig. 1 Comparison of circulating water inlet temperature correction factor FW

Table 1 Comparison of temperature correction factor FW

Circulating water inlet
temperature

T1, °F

Correction factor FW Increase in heat
transfer
rate, %

HEI 7th
edition

HEI 9th
edition Change

35 0.615 0.696 0.081 13
40 0.683 0.743 0.060 9
50 0.810 0.834 0.024 3
60 0.915 0.923 0.008 1
70 1.000 1.000 0.000 0

Table 2 Comparison of tube material and gauge correction factor FM

Tube
material

18 BWG 22 BWG

HEI 7th
edition

HEI 9th
edition Change

Increase in heat
transfer rate, %

HEI 7th
edition

HEI 9th
edition Change

Increase in heat
transfer rate, %

Admiralty 1.00 1.00 0.00 0 1.04 1.02 −0.02 −2
90 /10 CuNi 0.90 0.93 0.03 3 0.97 0.98 0.01 1

304 SS 0.69 0.75 0.06 9 0.79 0.86 0.07 9
Titanium 0.71 0.83 0.12 17 0.81 0.91 0.10 12

Table 3 Comparison of both FW and FM for 18 BWG Admiralty

Circulating
water inlet
temperature

T1, °F

Admiralty 18 BWG

HEI 7th edition HEI 9th edition Change in
FW�FMFW FM FW�FM FW FM FW�FM

35 0.615 1.00 0.615 0.696 1.00 0.696 13
40 0.683 1.00 0.683 0.743 1.00 0.743 9
50 0.810 1.00 0.810 0.834 1.00 0.834 3
60 0.915 1.00 0.915 0.923 1.00 0.923 1
70 1.000 1.00 1.000 1.000 1.00 1.000 0
80 1.045 1.00 1.045 1.045 1.00 1.045 0
90 1.075 1.00 1.075 1.075 1.00 1.075 0
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At temperatures above 70°F, there is no change in FW between
the two editions. However, at temperatures below 70°F, FW for
the ninth edition becomes progressively greater.

Table 1 shows a comparison of the circulating water inlet tem-
perature correction factor FW at various temperatures below 70°F.
It can be noted that the increase in heat transfer coefficient in the
ninth edition varies from 1% at 60°F to about 13% at 35°F.

Similarly, Table 2 shows a comparison of the tube material and
gauge correction factor FM for 18 BWG and 22 BWG for Admi-
ralty, 90 /10 CuNi, 304 SS, and titanium. The largest increase in
heat transfer coefficient is for titanium followed by 304 SS, 90 /10
CuNi, and Admiralty.

To keep the analysis simple, the effect of FM was not consid-
ered separately. The combined effects of FW and FM from Tables
1 and 2, respectively, at different circulating water inlet tempera-
tures are shown in Tables 3–6. At 35°F, the largest increase in
heat transfer coefficient is for titanium �27%� followed by 304 SS
�23%�, 90 /10 CuNi �17%�, and Admiralty �13%�. At 90°F, the
corresponding increases are 12%, 9%, 3%, and 0%, respectively.

Case Study: 800 MWe Boiling Water Reactor Power
Plant

To study the impact of the HEI correction factors on condenser
performance and output, we will examine a case study for a BWR

nuclear power plant with a nominal rating of 800 MWe. The
methodology and discussion that follow are equally applicable to
fossil power plants.

The condenser was designed to produce a pressure of 3.7 in. Hg
�absolute� at a circulating water inlet temperature of 77.0°F when
supplied with 352,600 gal /min of cooling water from a lake. The
condenser was equipped with 7 /8 in. OD, 18 BWG, Admiralty
tubes, 43.82 m effective tube length and surface area of
370,000 sq ft. The design tube cleanliness factor �CF� was 85%
�FC=0.85�. The correction factors FW and FM from the seventh
edition of the HEI Standards were used to specify and design the
condenser �1�.

Using published procedures �4�, design data and a performance
modeling tool, Fig. 2 shows the heat balance generated for the
case study at the licensed reactor thermal power of 2536 MWt and
design circulating water inlet temperature of 77.0°F. The calcu-
lated condenser pressure is 3.70 in. Hg �absolute� and the calcu-
lated generator output approximately 864 MWe.

Admiralty Tubes: Changes in FW. Table 7 shows comparison
of the results between the seventh and ninth editions of the HEI
Standards for the effect of changes in FW at different circulating
water inlet temperatures.

The following may be noted:

• The condenser pressure using FW from the ninth edition is

Table 4 Comparison of both FW and FM for 18 BWG 90/10 Cuni „B=bowl; BP=Booster pump…

Circulating
water inlet
temperature

T1, °F

90-10 Copper-Nickel 18 BWG

HEI 7th edition HEI 9th edition Change in
FW�FMFW FM FW�FM FW FM FW�FM

35 0.615 0.90 0.554 0.696 0.93 0.647 17%
40 0.683 0.90 0.615 0.743 0.93 0.691 12%
50 0.810 0.90 0.729 0.834 0.93 0.776 6%
60 0.915 0.90 0.824 0.923 0.93 0.858 4%
70 1.000 0.90 0.900 1.000 0.93 0.930 3%
80 1.045 0.90 0.941 1.045 0.93 0.972 3%
90 1.075 0.90 0.968 1.075 0.93 1.000 3%

Table 5 Comparison of both FW and FM for 22 BWG titanium

Circulating
water inlet
temperature

T1, °F

Titanium 22 BWG

HEI 7th edition HEI 9th edition Change in
FW�FMFW FM FW�FM FW FM FW�FM

35 0.615 0.81 0.498 0.696 0.91 0.633 27%
40 0.683 0.81 0.553 0.743 0.91 0.676 22%
50 0.810 0.81 0.656 0.834 0.91 0.759 16%
60 0.915 0.81 0.741 0.923 0.91 0.840 13%
70 1.000 0.81 0.810 1.000 0.91 0.910 12%
80 1.045 0.81 0.846 1.045 0.91 0.951 12%
90 1.075 0.81 0.871 1.075 0.91 0.978 12%

Table 6 Comparison of both FW and FM for 22 BWG 304 SS

Circulating
water inlet
temperature

T1, °F

304 Stainless Steel 22 BWG

HEI 7th edition HEI 9th edition Change in
FW�FMFW FM FW�FM FW FM FW�FM

35 0.615 0.79 0.486 0.696 0.86 0.599 23%
40 0.683 0.79 0.540 0.743 0.86 0.639 18%
50 0.810 0.79 0.640 0.834 0.86 0.717 12%
60 0.915 0.79 0.723 0.923 0.86 0.794 10%
70 1.000 0.79 0.790 1.000 0.86 0.860 9%
80 1.045 0.79 0.826 1.045 0.86 0.899 9%
90 1.075 0.79 0.849 1.075 0.86 0.925 9%
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lower by approximately 0.02 in. Hg �absolute� �0.7%� at
60.0°F and by about 0.24 in. Hg �absolute� �13.7%� at
35.0°F.

• The generator output is virtually unchanged.

Using FW from the ninth edition results in lower condenser
pressures at circulating water inlet temperatures below 70.0°F.
Had the condenser for the case study been designed using FW
from the ninth edition in lieu of the seventh edition, the service
heat transfer coefficients would have been higher at circulating
water inlet temperatures between 35.0°F and 60.0°F, as shown in
Table 7. Also, if we assume actual condenser pressures to corre-
spond to values calculated for the seventh edition as shown in
Table 7, this would be equivalent to computing new values of CF
using the following equation:

CFnew = CFdesign�FW7thed/FW9thed� �3�

At the circulating water inlet temperature of 35.0°F, the above
equation would yield a new CF of 75% �=85�0.615 /0.696� for a
reduction of about 10 percentage points. At 40.0°F, the new CF
would be 78%, for reduction of about 7 percentage points and at
50.0°F the new CF would be 82%, for a reduction of about 3
percentage points.

The impact of FW on CF lessens as circulating water inlet tem-
perature increase above 35.0°F. The analysis indicates that there

could be significant changes in the calculated CF values, depend-
ing upon the circulating water inlet temperatures, actual condenser
pressures, and the correction factors used.

Admiralty Tubes: Changes in FW and FM. Since there is no
change in FM between the seventh and ninth editions for 18 BWG
Admiralty, the effect of changes in FW and FM is the same as that
for FW alone shown in Table 7.

90 Õ10 CuNi Tubes: Changes in FW. Using 90 /10 CuNi, Table
8 shows comparison of the results between the seventh and ninth
editions of the HEI Standards for the effect of changes in FW at
different circulating water inlet temperatures.

The following may be noted:

• The condenser pressure using FW from the ninth edition is
lower by 0.02 in. Hg �absolute� �0.75%� at 60.0°F and by
0.30 in. Hg �absolute� �15.1%� at 35.0°F.

• The increase in generator output varies from insignificant at
60.0°F to about 0.7 MWe �0.08%� at 35.0°F.

Using FW for 90 /10 CuNi from the ninth edition results in
lower condenser pressures at circulating water inlet temperatures
below 70.0°F. Similar to the analysis for Admiralty, these would

Fig. 2 Heat balance for case study at design circulating water inlet temperature

Table 7 Comparison of results for Admiralty—Changes in Fw

Circ.
Water
Inlet

Temp. T1,
°F

Water
Vel.,
ft/s

Constant
C

Uncorr.
Heat

Transfer
Coefficient
U1, Btu hr

Sq Ft F
U1=C� �V

Circ. water
Inlet temp.

Corr.
Factor. Fw

Tube
Material
& Gauge

Corr
Factor.

Fw
7th
ed

Tube
cleanliness

corr.
factor, FC

Heat transfer
coefficient U.

Btu hr SQ FT F
Cond. press.,

IN.HGA Generator output. MW

7th
ed

9th
ed

7th
ed 9th ed 7th ed 9th ed 7th ed 9th ed �MW

35.00 6.47 263 669.1 0.615 0.696 1.00 0.85 349.8 395.8 1.724 1.487 885.927 885.833 0.094
40.00 6.47 263 669.1 0.683 0.743 1.00 0.85 388.4 422.6 1.772 1.617 885.858 885.985 0.127
50.00 6.47 263 669.1 0.810 0.834 1.00 0.85 460.7 474.3 2.016 1.964 885.118 885.309 0.191
60.00 6.47 263 669.1 0.915 0.923 1.00 0.85 520.4 524.9 2.452 2.435 882.215 882.363 0.148
70.00 6.47 263 669.1 1.000 1.000 1.00 0.85 568.7 568.7 3.083 3.083 874.268 874.268 0.000
77.00 6.47 263 669.1 1.033 1.033 1.00 0.85 587.5 587.5 3.698 3.698 863.935 863.935 0.000
85.00 6.47 263 669.1 1.060 1.060 1.00 0.85 602.9 602.9 4.577 4.577 847.299 847.299 0.000
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translate to changes in calculated CF of about 10 percentage
points at 35.0°F, 7 percentage points at 40.0°F, and 3 percentage
points at 50.0°F.

90 Õ10 CuNi Tubes: Changes in FW and FM. Table 9 shows
comparison of the results between the seventh and ninth editions
of the HEI Standards for the effect of changes in both FW and FM
at different circulating water inlet temperatures.

The following may be noted from Table 9:

• The condenser pressure using both FW and FM from the
ninth edition is lower by approximately 0.1 in. Hg �abso-
lute� above 60.0°F and by about 0.37 in. Hg �absolute�
�18.5%� at 35.0°F.

• The increase in generator output varies from about
0.7 MWe �0.08%� at 35.0°F to about 2.0 MWe �0.2%� at
80.0°F.

The combined effect of using FW and FM for 90 /10 CuNi from
the ninth edition results in lower condenser pressures at all circu-
lating water inlet temperatures. These would equate to changes in
calculated CF of about 12 percentage points at 35.0°F, 9 percent-
age points at 40.0°F, 5 percentage points at 50.0°F, and 3 per-
centage points above 60.0°F.

304 Stainless Steel Tubes: Changes in FW. Using 304 SS,
Table 10 shows comparison of the results between the seventh and
ninth editions of the HEI Standards for the effect of changes in FW
at different circulating water inlet temperatures.

The following may be noted:

• The condenser pressure using FW from the ninth edition is
lower by approximately 0.03 in. Hg �absolute� �0.9%� at
60.0°F and by about 0.41 in. Hg �absolute� �16.9%� at
35.0°F.

Table 8 Comparison of results for 90/10 Cuni: Changes in Fw

Circ.
water
inlet
temp.
T1,
°F

Water
vel.,
ft/s

Constant
C

Uncorr.
heat

transfer
coefficient
U1, Btu hr

sq ft f
U1=C� �V

Circ. water
inlet temp.

corr.
factor. Fw

Tube
material
& gauge

corr
factor.

Fw
7th
ed

Tube
cleanliness

corr.
factor, FC

Heat transfer
coefficient U.

btu hr SQ FT F
Cond. press.,

In. HGA Generator output. MW

7th ed 9th ed 7th ed 9th ed 7th ed 9th ed 7th ed 9th ed �MW

35.00 6.47 263 669.1 0.615 0.696 0.90 0.85 314.8 356.3 1.985 1.685 885.242 885.951 0.709
40.00 6.47 263 669.1 0.683 0.743 0.90 0.85 349.6 380.3 2.009 1.815 85.147 885.770 0.623
50.00 6.47 263 669.1 0.810 0.834 0.90 0.85 414.6 426.9 2.235 2.169 883.932 84.343 0.411
60.00 6.47 263 669.1 0.915 0.923 0.90 0.85 468.4 472.5 2.678 2.658 879.847 880.007 0.160
70.00 6.47 263 669.1 1.000 1.000 0.90 0.85 511.9 511.9 3.336 3.336 870.214 870.214 0.000
77.00 6.47 263 669.1 1.033 1.033 0.90 0.85 528.8 528.8 3.988 3.988 885.580 858.580 0.000
80.00 6.47 263 669.1 1.045 1.045 0.90 0.85 534.9 534.9 4.311 4.311 852.465 852.465 0.000

Table 9 Comparison of results for 90/10 Cuni: Changes in FW and FM

Circ.
water
inlet
temp.

T1,
°F

Water
vel.,
ft/s

Constant
C

Uncorr.
heat

transfer
coefficient
U1, Btu hr

sq ft f
U1=C� �V

Circ. water
inlet temp.

corr.
factor. Fw

Tube material
& gauge corr

factor.
Fw

Tube
cleanliness

corr.
factor, FC

Heat transfer
coefficient U.

btu hr SQ FT F
Cond. press.,

In.HGA Generator output. MW

7th ed 9th ed 7th ed 9th ed 7th ed 9th ed 7th ed 9th ed 7th ed 9th ed �MW

35.00 6.47 263 669.1 0.615 0.696 0.90 0.93 0.85 314.8 368.1 1.985 1.618 885.242 885.979 0.737
40.00 6.47 263 669.1 0.683 0.743 0.90 0.93 0.85 349.6 393.0 2.009 1.749 885.147 885.896 0.749
50.00 6.47 263 669.1 0.810 0.834 0.90 0.93 0.85 414.6 441.1 2.235 2.101 883.932 884.723 0.791
60.00 6.47 263 669.1 0.915 0.923 0.90 0.93 0.85 468.4 488.2 2.678 2.583 879.847 880.830 0.983
70.00 6.47 263 669.1 1.000 1.000 0.90 0.93 0.85 511.9 528.9 3.336 3.257 870.214 871.674 1.460
77.00 6.47 263 669.1 1.033 1.033 0.90 0.93 0.85 528.8 546.4 3.988 3.891 585.580 860.369 1.816
80.00 6.47 263 669.1 1.045 1.045 0.90 0.93 0.85 537.9 552.7 4.311 4.208 852.465 854.429 1.964

Table 10 Comparison of results for 304 SS: Changes in FW

Circ.
water
inlet
temp.

T1,
°F

Water
vel.,
ft/s

Constant
C

Uncorr.
heat

transfer
coefficient
U1, Btu/hr

sq ft f
U1=C� �V

Circ. water
inlet temp.

corr. factor, FW

Tube
material

and gauge
corr.

factor, FM
7th
ed

Tube
cleanliness

corr.
factor, FC

Heat transfer
coefficient U,

Btu/hr SQ FT F
Cond. press.,

In Hga �absolute� Generator output, MW

7th ed 9th ed 7th ed 9th ed 7th ed 9th ed 7th ed 9th ed �MW

35.00 5.83 263 634.8 0.615 0.696 0.79 0.90 277.6 314.1 2.396 1.990 882.693 885.223 2.530
40.00 5.83 263 634.8 0.683 0.743 0.79 0.90 308.3 335.3 2.376 2.117 882.865 884.627 1.762
50.00 5.83 263 634.8 0.810 0.834 0.79 0.90 365.6 376.4 2.566 2.480 881.079 881.946 0.867
60.00 5.83 263 634.8 0.915 0.923 0.79 0.90 413.0 416.6 3.019 2.992 875.308 875.699 0.391
70.00 5.83 263 634.8 1.000 1.000 0.79 0.90 451.3 451.3 3.715 3.715 863.562 863.562 0.000
77.00 5.83 263 634.8 1.033 1.033 0.79 0.90 466.2 466.2 4.422 4.422 850.344 850.344 0.000
80.00 5.83 263 637.8 1.045 1.045 0.79 0.90 471.6 471.6 4.772 4.772 843.643 843.643 0.000
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• The increase in generator output varies from insignificant at
60.0°F to 2.5 MWe �0.3%� at 35.0°F.

Using FW for 304 SS from the ninth edition results in lower
condenser pressures at circulating water inlet temperatures below
70.0°F. Similar to Admiralty and 90 /10 CuNi, these would trans-
late to change in calculated CF of about 10 percentage points at
35.0°F, 7 percentage points at 40.0°F, and 3 percentage points at
50.0°F.

304 Stainless Steel Tubes: Changes in FW and FM. Table 11
shows comparison of the results between the seventh and ninth
editions of the HEI Standards for the effect of changes in both FW
and FM at different circulating water inlet temperatures.

The following should be noted:

• The condenser pressure using both FW and FM from the
ninth edition is lower by about 0.33 in. Hg �absolute� �6.8%�
at 80.0°F, 0.26 in. Hg �absolute� �8.7%� at 60.0°F and by
about 0.62 in. Hg �absolute� �26.0%� at 35.0°F.

• The increase in generator output varies from about
3.0 MWe �0.36%� at 35.0°F to about 6.0 MWe �0.74%� at
80.0°F.

The combined effect of using FW and FM for 304 SS from the
ninth edition results in lower condenser pressures at all circulating
water inlet temperatures. These would equate to changes in calcu-
lated CF of about 17 percentage points at 35.0°F, 14 percentage
points at 40.0°F, 10 percentage points at 50.0°F, and 8 percent-
age points above 60.0°F.

Titanium Tubes: Changes in FW. Using titanium, Table 12
shows comparison of the results between the seventh and ninth
editions of the HEI Standards for the effect of changes in FW at
different circulating water inlet temperatures.

The following may be noted:

• The condenser pressure is lower by about 0.02 in. Hg �ab-
solute� �0.8%� at 60.0°F and by about 0.33 in. Hg �absolute�
�15.6%� at 35.0°F.

• The increase in generator output varies from insignificant at
60.0°F to 1.2 MWe �0.14%� at 35.0°F.

Using FW for titanium from the ninth edition results in lower
condenser pressures at circulating water inlet temperatures below
70.0°F. Similar to Admiralty, 90 /10 CuNi, and 304 SS, these
would translate to changes in calculated CF of about 10 percent-
age points at 35.0°F, 7 percentage points at 40.0°F, and 3 per-
centage points at 50.0°F.

Titanium Tubes: Changes in FW and FM. Table 13 shows
comparison of the results between the seventh and ninth editions
of the HEI Standards for the effect of changes in both FW and FM

at different circulating water inlet temperatures.
The following should be noted:

• The condenser pressure using both FW and FM from the
ninth edition is lower by about 0.37 in. Hg �absolute� �8.3%�
at 80.0°F, 0.29 in. Hg �absolute� �10.3%� at 60.0°F, and by
about 0.57 in. Hg �absolute� �27.0%� at 35.0°F.

• The increase in generator output varies from about
1.3 MWe �0.15%� at 35.0°F to 7.0 MWe �0.83%� at
80.0°F.

The combined effect of using FW and FM for titanium from the
ninth edition results in lower condenser pressures at all circulating
water inlet temperatures. These would equate to changes in calcu-
lated CF of about 20 percentage points at 35.0°F, 18 percentage
points at 40.0°F, 13 percentage points at 50.0°F, and 11 percent-
age points above 60.0°F.

Table 11 Comparison of results for 304 SS: Changes in FW and FM

Circ.
water
inlet
temp.

T1,
°F

Water
vel.,
ft/s

Constant
C

Uncorr.
heat

transfer
coefficient
U1, Btu/hr

sq ft F
U1=C� �V

Circ. water
inlet temp.
corr. factor,

FW

Tube material
and gauge corr.

factor,
FM

Tube
cleanliness

corr.
factor, FC

Heat transfer
coefficient U,
Btu/hr sq ft F

Cond. press.,
IN.HGA Generator output. MW

7th ed 9th ed 7th ed 9th ed 7th ed 9th ed 7th ed 9th ed 7th ed 9th ed �MW

35.00 5.83 263 634.8 0.615 0.696 0.79 0.86 0.90 277.6 342.0 2.396 1.774 882.693 885.840 3.147
40.00 5.83 263 634.8 0.683 0.743 0.79 0.86 0.90 308.3 365.1 2.376 1.903 882.865 885.533 2.667
50.00 5.83 263 634.8 0.810 0.834 0.79 0.86 0.90 365.6 409.8 2.566 2.260 881.079 883.757 2.678
60.00 5.83 263 634.8 0.915 0.923 0.79 0.86 0.90 413.0 453.5 3.019 2.756 875.308 878.906 3.598
70.00 5.83 263 634.8 1.000 1.000 0.79 0.86 0.90 451.3 491.3 3.715 3.448 863.562 868.314 4.752
77.00 5.83 263 634.8 1.033 1.033 0.79 0.86 0.90 466.2 507.5 4.422 4.116 850.344 856.170 5.826
80.00 5.83 263 634.8 1.045 1.045 0.79 0.86 0.90 471.6 513.4 4.772 4.447 843.643 849.865 6.222

Table 12 Comparison of results for titanium: Changes in FW

Circ.
water
inlet
temp.

T1,
°F

Water
vel.,
ft/s

Constant
C

Uncorr.
heat

transfer
coefficient
U1, Btu/hr

sq ft F
U1=C� �V

Circ. water
inlet temp.

corr. factor. FW

Tube
material

and gauge
corr.

factor, FM
7th
ed

Tube
cleanliness

corr.
factor, FC

Heat transfer
coefficient U,
btu/hr sq ft F

Cond. press.,
IN.HGA Generator output. MW

7th ed 9th ed 7th ed 9th ed 7th ed 9th ed 7th ed 9th ed �MW

35.00 5.83 263 634.8 0.615 0.696 0.81 0.95 300.4 340.0 2.122 1.790 884.605 885.814 1.209
40.00 5.83 263 634.8 0.683 0.743 0.81 0.95 333.6 362.9 2.132 1.917 884.551 885.489 0.938
50.00 5.83 263 634.8 0.810 0.834 0.81 0.95 395.7 407.4 2.346 2.274 883.118 883.660 0.542
60.00 5.83 263 634.8 0.915 0.923 0.81 0.95 447.0 450.9 2.793 2.771 878.428 878.719 0.291
70.00 5.83 263 634.8 1.000 1.000 0.81 0.95 488.5 488.5 3.465 3.465 868.081 868.081 0.000
77.00 5.83 263 634.8 1.033 1.033 0.81 0.95 504.6 504.6 4.135 4.135 855.802 855.802 0.000
80.00 5.83 263 634.8 1.045 1.045 0.81 0.95 510.5 510.5 4.468 4.468 849.470 849.470 0.000
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Conclusions and Recommendations
Using a case study, the paper has discussed the difference in

condenser performance and associated impact upon output due to
the changes in correction factors between the seventh and ninth
editions of the HEI Standards for Steam Surface Condensers.

The case study examined four tube materials, namely, Admi-
ralty, 90 /10 CuNi, 304 SS, and titanium with wall thicknesses of
18 BWG and 22 BWG. The design CF values used were 85% for
Admiralty and 90 /10 CuNi, 90% for 304 SS, and 95% for tita-
nium.

The most significant conclusions for the case study are as fol-
lows:

• For the tube materials examined, the use of FW alone from
the ninth edition results in a decrease in condenser pressure
of 0.02–0.03 in. Hg �absolute� at 60.0°F and
0.2–0.4 in. Hg �absolute� at 35.0°F.

• When FW is combined with FM from the ninth edition, the
decrease in condenser pressures is 0.4–0.6 in. Hg �absolute�
at 35.0°F and 0.1–0.4 in. Hg �absolute� at 80.0°F.

• For all tube materials studied, the use of FW alone from the
ninth edition at temperatures below 70.0°F results in lower
condenser pressures. As noted in the analysis, this would be
equivalent to changes in calculated CF, ranging from 1 per-
centage point at 60.0°F to 10 percentage points at 35.0°F.

• When FW is combined with FM, the equivalent changes in
calculated CF range from 3 percentage points above 60.0°F
to about 12 percentage points at 35.0°F for 90 /10 CuNi.
For 304 SS, the changes are 8 percentage points and 17
percentage points, and for titanium, 11 percentage points
and 20 percentage points, respectively.

• At 35.0°F, the gain in output due to use of FW alone from
the ninth edition ranges from insignificant up to 3 MWe.

• At 35.0°F, when FW is combined with FM, the output gain
is about 1 MWe for 90 /10 CuNi and titanium, and 3 MWe
for 304 SS.

• At 80.0°F, when FW is combined with FM, the output gain
is about 2 MWe for 90 /10 CuNi, 6 MWe for 304 SS, and
7 MWe for titanium.

It should be noted that the actual gain in output for a specific
application depends upon the condenser design, its operating
range in relation to the LP turbine last stage design, and the end
loading �5�.

Analysis of various power plants shows that the last stage may
reach maximum output �choked flow conditions� at circulating
water inlet temperatures of 70.0°F and below. For these plants,
there would be virtually no gain in output below 70.0°F, regard-
less of the edition used to calculate condenser pressures.

While the methodology in this paper is applicable to any size
unit, both fossil and nuclear, a case-by-case analysis should be
undertaken to determine individual results.

As discussed in this paper, condensers originally designed using
the seventh edition of the HEI Standards may see different results
between predicted and actual performance when the ninth edition
is used. Actual condenser pressures might be significantly differ-
ent from predicted values and calculated tube cleanliness factors
may not be consistent with design or predicted values. Compared
to the seventh edition, the correction factors in the ninth edition
reflect technological advances as well as additional testing and
operating experiences.

To ensure proper benchmarking, schedule optimal tube clean-
ings, and optimize performance, the following recommendations
are proposed:

• For new condensers or those plants that have retubed or
modified their condensers, acceptance tests or accurate per-
formance tests should be conducted to validate the HEI cor-
rection factors. The tests should be conducted at or close to
the design point and, in addition, at other points in the op-
erating range.

• Operating plants should conduct accurate performance tests
on their condensers before and after condenser tube clean-
ings.

• Tube cleanliness factors should be calculated using results
of the performance tests. The values should help to validate
the appropriateness of the HEI correction factors.

• Performance predictions should be developed for the entire
operating range by all plants using condenser design data
and the appropriate HEI correction factors.

• The performance predictions may be used to schedule opti-
mal condenser cleanings as well as to monitor changes in
performance.

• Operating plants should provide feedback from their tests
and operating experiences to the HEI for incorporation into
future editions of the Standards.

• The HEI should provide guidance to the power industry
regarding use of the appropriate correction factors. A posi-
tion paper would be beneficial.

Nomenclature
C � constant for calculating uncorrected heat trans-

fer coefficient U1
CF � cleanliness factor, %

� � enthalpy rise, Btu/lb
FC � tube cleanliness correction factor
FM � tube material and gauge correction factor
FW � circulating water inlet temperature correction

factor
T � temperature, °F

T1 � inlet temperature, °F
U1 � uncorrected heat transfer coefficient,

Btu/h sq ft °F

Table 13 Comparison of results for titanium: Changes in FW and FM

Circ.
water
inlet
temp.

T1,
°F

Water
vel.,
ft/s

Constant
C

Uncorr.
heat

transfer
coefficient
U1, Btu/hr

sq ft F
U1=C� �V

Circ. water
inlet temp.
corr. factor,

FW

Tube material
and gauge corr.

factor,
FM

Tube
cleanliness

corr.
factor, FC

Heat transfer
coefficient U,
Btu/hr sq ft F

Cond. press.,
IN.HGA Generator output. MW

7th ed 9th ed 7th ed 9th ed 7th ed 9th ed 7th ed 9th ed 7th ed 9th ed �MW

35.00 5.83 263 634.8 0.615 0.696 0.81 0.91 0.95 300.4 381.9 2.122 1.548 884.605 885.912 1.307
40.00 5.83 263 634.8 0.683 0.743 0.81 0.91 0.95 333.6 407.7 2.132 1.678 884.551 885.970 1.419
50.00 5.83 263 634.8 0.810 0.834 0.81 0.91 0.95 395.7 457.7 2.346 2.027 883.118 885.071 1.953
60.00 5.83 263 634.8 0.915 0.923 0.81 0.91 0.95 447.0 506.5 2.793 2.504 878.428 881.640 3.212
70.00 5.83 263 634.8 1.000 1.000 0.81 0.91 0.95 488.5 548.8 3.465 3.162 868.081 873.115 5.034
77.00 5.83 263 634.8 1.033 1.033 0.81 0.91 0.95 504.6 566.9 4.135 3.788 855.802 862.302 6.500
80.00 5.83 263 634.8 1.045 1.045 0.81 0.91 0.95 510.5 573.5 4.468 4.099 849.470 856.509 7.039
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U � service heat transfer coefficient, Btu /h sq ft °F
=U1�FW�FM �FC
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Last Stage Performance
Considerations in Low-Pressure
Turbines of Power Plants:
A Case Study
The last stage blades (LSBs) of low-pressure (LP) turbine power plants have been his-
torically specified and designed on the basis of optimization studies by matching the
turbine to the condenser/cooling system for a specified unit rating. LSB sizes for U.S.
nuclear applications currently range from 38 in. to 52 in. for unit ratings of 600 MWe to
1200 MWe. LP turbine arrangements usually consist of two or three double-flow sections
in parallel. Last stage end loadings (last stage mass flow divided by the last stage
annulus area) vary from approximately 8000 lb /h sq ft to 14,000 lb /h sq ft, with corre-
sponding unit loadings (electrical output in megawatts divided by last stage annulus
area) of 1.1 MWe /sq ft to 2.1 MWe /sq ft. Several power plants have been upgrading/
replacing their LP turbines. Considerations include efficiency, reliability, power uprates,
operating license renewals (nuclear), aging, inspection, and maintenance. In some cases,
LP turbine rotors are being replaced with new rotors, blading, and steam path. Others
are replacing LP turbines with new and advanced designs incorporating improved tech-
nology, better materials, optimized steam paths, more efficient blading, longer LSB sizes,
redesigned exhaust hoods, etc. Unlike the other stages in the LP turbine, the last stage
performance is affected by both the upstream (load) and downstream (condenser) condi-
tions. While the LP turbines are being upgraded or replaced, no major modifications or
upgrades are being made to the condensers. To address vibration effects due to increased
flows and velocities from power uprates, the condenser tubes may be staked. Circulating
water pumps may or may not be upgraded depending upon the particular application.
Consequently, while improvements in LP turbines lead to more efficient utilization of the
available energy and higher output, the last stage performance may be out of synchro-
nization with the existing condenser/cooling system. Undersized or oversized LSB sizes in
relation to the unit rating and end loading may result in less than optimum performance
depending upon the design and operating range of the condenser/cooling system. This
paper examines the various factors that affect last stage performance of LP turbines.
Using a case study, it discusses the relationships between the last stage, the unit rating,
the end loading, and the operating range of the condenser/cooling system. It examines
different last stage exhaust loss curves and provides recommendations for selection of
LSB sizes for optimum performance. �DOI: 10.1115/1.2795781�

Keywords: low-pressure turbine, last stage

General
The stage pressures decrease and the volumetric flows increase

as steam expands through various stages of a low-pressure �LP�
turbine. To maintain blade stresses at acceptable levels, the blade
sizes and flow areas �annulus areas� also increase. The last stage,
consequently, has the largest blade size and annulus area and the
highest annulus velocity. For last stage blade �LSB� sizes from
38 in. to 52 in., the corresponding pitch diameters �diameter
based on mean height of the blades� vary from 10 ft to 13 ft. At
1800 rpm, the blade velocities range from about
1000 ft /s to 1200 ft /s with corresponding tip speeds of approxi-
mately 1300–1600 ft /s.

For a given load, the work output of the last stage is a function
of the pressure ratio �ratio of downstream to upstream pressure�
across the last stage. A decrease in the downstream �condenser�

pressure will be accompanied by an increase in volumetric flow,
annulus velocity, and work output from the last stage. When the
critical pressure ratio is reached, the last stage output is maximum
and the last stage is under choked flow conditions. For given
upstream conditions and load, any further reduction in condenser
pressure will not be acknowledged by the last stage and there will
be no further increase in the last stage output �1�.

Conversely, as the condenser pressure increases, the pressure
ratio across the last stage also increases, the volumetric flow and
annulus velocity decrease and there is a reduction in last stage
output. Although the available energy to the last stage has de-
creased, the last stage must continue to spin at a high velocity.

The energy in the steam leaving the last stage varies as one-half
of the square of the last stage annulus velocity and is not recov-
erable. Since the last stage has the highest annulus velocity, axial
Mach numbers for this stage may be as high as 1.6. Blading losses
are a function of the blade design and the Mach number. In order
to keep the leaving losses low, several advances have been made
in design of the last stage blades �2,3�.

The LP turbine exhaust hood facilitates conveyance of the ex-
haust steam from the last stage to the condenser. The LP turbine
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performance is based on the exhaust pressure measured adjacent
to the flange connection between the exhaust hood and the con-
denser neck. The hood loss is the isentropic change in enthalpy
corresponding to the static pressures at the last stage exit and at
the flange. Consequently, the pressure drop in the exhaust hood
becomes a critical consideration in performance of the last stage
�4,5�.

Thus, the exhaust loss curve for the last stage is a composite of
three components: first, the leaving loss that is a function of the
kinetic energy in the exhaust steam; second, the pressure loss
occurring in the exhaust hood from the exit of the LSB to the LP
turbine exhaust flange, where the exhaust pressure is measured;

third, the turn-up loss that occurs at low annulus velocities �1�.
Figure 1 shows the exhaust loss curves for various LSB sizes for
nuclear applications.

High-performance LP elements with diffusing exhaust hoods
generally choke at axial Mach numbers of approximately 0.87–
0.90 �last stage annulus velocity of about 1058 fps�.

Figure 2 shows the annulus velocities at different end loadings
and last stage exhaust pressures. Shown on the figure are the
expected velocity ranges for various LSB sizes for a nuclear unit
on once-through cooling equipped with 43 in. LSB.

At full load, for the condenser operating range of

Fig. 1 Exhaust loss curves for various LSB sizes

Fig. 2 Last stage annulus velocities for different end loadings, exhaust pressures
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2.0–4.0 in. Hg �absolute� and a last stage end loading of
11,000 lb /h sq ft, the annulus velocity ranges from about
460 ft /s to 890 ft /s. If the same unit were equipped with 52 in.
LSB, the end loading would drop to approximately 8000 lb /h sq ft
and the annulus velocity range shifts downward to between
340 ft /s and 660 ft /s.

If we superimpose these velocity ranges on the 43 in. LSB and
52 in. LSB exhaust loss curves, respectively, in Fig. 1, the dry
exhaust loss for the 43 in. LSB would vary from
8 Btu / lb to 22 Btu / lb and for the 52 in. LSB, from
15 Btu / lb to 10 btu / lb. Obviously, selection of the optimum LSB
size entails careful balance of capital and operating costs based on
the condenser/cooling system design and operating range, end
loading, annulus velocity, and exhaust losses.

It is customary in turbine performance work to charge the last
stage with the exhaust loss and to consider separately the effects
of exhaust loss on LP turbine performance. The LP turbine expan-
sion line provided by the turbine manufacturer terminates at a
fictitious end point �enthalpy� on the Mollier Chart known as the
expansion line end point �ELEP�. Using the exhaust loss deter-
mined from the exhaust loss curve provided by the manufacturer,
the ELEP is corrected to yield the used energy end point �UEEP�
or turbine end point �TEP�. This end point �enthalpy� represents
the actual state of steam at the LP turbine exhaust pressure and is
used in determination of the work output of the last stage �6,7�.

Case Study: 1100 MWe Nuclear Unit

Performance With 43 in. Last Stage Blade. Let us examine a
case study for a nuclear unit originally rated for 1100 MWe at
1.5 in. Hg �absolute�. The unit was designed with three, double-
flow, LP turbine sections arranged in parallel with 43 in. last stage
blades �TC6F-43 in. LSB�. A single-pressure condenser with three
shells was provided and designed to produce 2.3 in.Hg �absolute�
at a circulating water inlet temperature of 52°F. The source of
cooling water for the condenser is a lake.

At full load conditions, for lake temperatures between 35°F

and 80°F, the condenser operating range is 2.0–4.0 in. Hg �abso-
lute�. Using the thermal kit �turbine-generator performance data�
provided by the OEM, the performance of the last stage with the
43 in. blades was determined for the condenser operating range
using a performance modeling tool. The tool uses the first law of
thermodynamics to achieve mass and energy balance throughout
the turbine cycle.

Table 1 shows the predicted performance. The following should
be noted:

• The last stage mass flow increases as the condenser pressure
and the last stage pressure ratio increase. For the operating
range of 2.0–4.0 in. Hg �absolute�, the increase is a little
over 2%.

• The last stage volumetric flow and the annulus velocity de-
crease as the condenser pressure and last stage pressure ratio
increase. The reduction is about 46% for the operating
range.

• The dry exhaust loss reaches a minimum at 3.5 in. Hg �ab-
solute� and increases thereafter.

• The last stage efficiency based on the UEEP reaches a maxi-
mum value at 3.5 in. Hg �absolute� and declines thereafter.

• The reduction in generator output for the condenser operat-
ing range is about 45 MW and mirrors the reduction in last
stage output of about 44 MW.

• At 2.0 in. Hg �absolute�, the last stage produces about 13%
of the total generator output. It decreases to about 9% at
4.0 in. Hg �absolute�.

• The last stage end loading is approximately
11,000 lb /h sq ft.

Performance With 52 in. Last Stage Blade. If the same unit is
equipped with 52 in. LSB, the predicted last stage performance
for the same condenser operating range of 2.0–4.0 in. Hg �abso-
lute� is shown in Table 2.

Compared to Table 1, the following may be noted for Table 2:

• The percentage increase in the last stage mass flow as the

Table 1 Last stage performance for 43 in. LSB

Cond.
press.

in. Hg �absolute�

Last stage
bowl

press. PB,
psi �absolute�

Last stage
shell

press. PSh,
psi �absolute�

Last
stage
press.
ratio,

PSh / PB

Last stage
bowl

enthalpy
HB, Btu/lb

Last stage
bowl

entropy SB,
Btu/lb

Isentropic
enthalpy

Hisen,
Btu/lb

Last stage
available

energy AE,
Btu/lb

Expansion
line end

point
ELEP,
Btu/lb

Last stage
exhaust
flow W,

Lb/h

�1� �2� �3� �4�
��3� / �2�

�5� �6� �7� �8�= �5�-
�7�

�9� �10�

2.0 4.85 0.98 0.203 1044.2 1.70763 953.0 91.2 967.9 8,093,233
2.5 4.89 1.23 0.251 1044.5 1.70726 964.7 79.8 977.3 8,154,128
3.0 4.92 1.47 0.299 1044.7 1.70702 974.4 70.3 985.2 8,205,506
3.5 4.95 1.72 0.347 1044.9 1.70675 982.8 62.2 991.9 8,250,172
4.0 4.98 1.96 0.394 1045.1 1.70643 990.0 55.0 997.9 8,289,834

Last
stage

specific
volume
v, cft/lb

Last stage
volumetric
flow Wv,

cft/h

Last stage
annulus
velocity
Van, ft/s

Dry
exhaust
loss EL,
Btu/lb

Used
energy

end point
UEEP,
Btu/lb

Last stage
UEEP

efficiency,
%

Last stage
output,
MW

Generator
output,
MWe

Last stage
output, %

of gen.
output

End
loading,

lb/h
sq ft

�11� �12�= �10�
��11�

�13�a �14� �15� �16�= ��5��
–��15�� / �8�

�17�b �18� �19�
���17� / �18��

�100

�20�
��10� /742.8

2.94.206 2.381E+09 890 21.1 982.5 67.70% 146.4 1128.851 12.97% 10.896
239.937 1.956E+09 732 12.5 986.0 73.26% 139.7 1121.771 12.46% 10.978
203.160 1.667E+09 623 8.5 991.1 76.20% 128.8 1110.617 11.60% 11.047
176.526 1.456E+09 545 7.1 997.0 77.13% 115.9 1097.568 10.56% 11.107
156.312 1.296E+09 485 7.2 1003.0 76.47% 102.3 1083.781 9.44% 11.160

aAnnulus area per last stage is 123.8 sq ft. For six exhaust ends, total last stage annulus area is 742.8 sq ft. Annulus velocity, fps=Last stage volumetric flow / �742.8
�3600�.
bLast stage output, MW=Last stage flow� �Last stage bowl enthalpy−Used energy end point� /3412141.63.
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condenser pressure and the last stage pressure ratio increase
remains unchanged at 2%.

• The percentage decrease in the last stage volumetric flow
and annulus velocity as the condenser pressure and last
stage pressure ratio increase is unchanged at 46%.

• The dry exhaust loss increases continuously as the con-
denser pressure increases.

• The last stage efficiency based on the UEEP decreases con-
tinuously as the condenser pressure increases.

• The reduction in generator output and the last stage output
for the condenser operating range is greater and is about
77 MW compared to 45 MW from Table 1.

• The 52 in. LSB produce about 18 MW more output than the
43 in. LSB at 2.0 in. Hg �absolute� and about 3 MW more at
2.5 in. Hg �absolute�. At 3.0 in. Hg �absolute�, however, the
52 in. LSB produce 6 MW less and this difference increases
to about 14 MW at 4.0 in. Hg �absolute�.

• At 2.0 in. Hg �absolute�, the last stage produces about 14%
of the total generator output. It decreases to about 8% at
4.0 in. Hg �absolute�.

• The last stage end loading is approximately 8000 lb /h sq ft.

It is clear from the foregoing comparison that, for much of the
condenser operating range above the design condenser pressure of
2.3 in. Hg �absolute�, the 52 in. LSB produce progressively less
output than the 43 in. LSB and are oversized for the unit rating.

Power Uprate Impact on 43 in. Last Stage Blade
Performance. Let us study the impact of a proposed 15% power
uprate on performance of the 43 in. LSB. Reference �8� describes
recent industry efforts in power uprate programs.

Table 3 shows the results of the power uprate. It is assumed that
the existing condenser is capable of accommodating the increases
of approximately 18% in steam flows and 16% in heat loads.

Compared to Table 1, we have the following for Table 3:

• The condenser pressure at the lake temperature of 35°F is

2.76 in. Hg �absolute� compared to 2.0 in. Hg �absolute�
prior to the uprate.

• At a lake temperature of 80°F, the condenser pressure is
5.0 in. Hg �absolute� compared to 4.0 in. Hg �absolute�.

• The end loading is approximately 13,000 lb /h sq ft for an
increase of about 18% from the original end loading of
11,000 lb /h sq ft.

• Last stage annulus velocities range from 773 ft /s at
2.76 in. Hg �absolute� to 459 ft /s at 5.0 in. Hg �absolute�
compared to 890 ft /s at 2.0 in. Hg �absolute� to 485 ft /s at
4.0 in. Hg �absolute�.

• The lower annulus velocities at the uprated condition shift
the range to the left on the exhaust loss curve in Table 2
resulting in lower exhaust losses.

• The power uprate results in better utilization of the 43 in.
LSB performance characteristics.

Power Uprate Impact on 52 in. Last Sage Blade
Performance. Table 4 shows the impact on last stage perfor-
mance at the uprated power assuming 52 in. LSB.

The following should be noted in comparison to Tables 2 and 3.

• The condenser operating range is essentially the same as in
Table 3.

• The end loading is approximately 9000 lb /h sq ft for an in-
crease of about 13% from the original end loading of
8000 lb /h sq ft.

• The range of last stage annulus velocities after the power
uprate is lower compared to the values in Table 2 prior to
the uprate.

• The lower annulus velocities for the uprated condition shift
the range to the left on the exhaust loss curve in Fig. 1
resulting in higher exhaust losses.

The following conclusions may be drawn:

• If power uprate were not a consideration, for the original

Table 2 Last stage performance for 52 in. LSB

Cond.
press
in. Hg

�absolute�

Last stage
bowl

press. PB,
psi

�absolute�

Last stage
shell

press. PSh,
psi

�absolute�

Last
stage
press.
ratio,

PSh / PB

Last stage
bowl

enthalpy
HB, Btu/lb

Last stage
bowl

entropy SB,
Btu/lb

Isentropic
enthalpy

Hsen,
Btu/lb

Last stage
available

energy AE,
Btu/lb

Expansion
line end

point
ELEP,
Btu/lb

Last stage
exhaust
flow W,

lb/h

�1� �2� �3� �4�
��3� / �2�

�5� �6� �7� �8�= �5�–
�7�

�9� �10�

2.0 4.85 0.98 0.203 1044.1 1.70753 953.0 91.2 967.9 8,093,667
2.5 4.89 1.23 0.251 1044.4 1.70716 964.6 79.8 977.3 8,153,834
3.0 4.92 1.47 0.299 1044.7 1.70695 974.4 70.3 985.2 8,204,912
3.5 4.95 1.72 0.347 1044.9 1.70670 982.7 62.2 991.9 8,249,484
4.0 4.98 1.96 0.394 1045.1 1.70643 990.0 55.0 997.9 8,289,181

Last
stage

specific
volume
v, cft/lb

Last stage
volumetric
flow Wv,

cft/h

Last stage
annulus
velocity
Van, ft/s

Dry
exhaust
loss EL,
Btu/lb

Used
energy

end point
UEEP,
Btu/lb

Last stage
UEEP

efficiency,
%

Last stage
output,
MW

Generator
output,
MWe

Last stage
output, %

of gen.
output

End
loading,

lb/h
sq. ft

�11� �12�= �10�
��11�

�13�a �14� �15� �16�= ��5��
–��15�� / �8�

�17�b �18� �19�
���17� / �18��

�100

�20�
��10� /1055

294.190 2.381E+09 627 10.0 974.7 76.10% 164.6 1146.978 14.35% 7,672
239.924 1.956E+09 515 10.5 984.6 75.00% 143.0 1125.284 12.71% 7,729
203.151 1.667E+09 439 12.0 993.6 72.68% 122.8 1104.932 11.12% 7,777
176.522 1.456E+09 383 13.7 1001.6 69.67% 104.7 1086.645 9.63% 7,819
156.310 1.296E+09 341 15.2 1008.7 66.18% 88.5 1070.27 8.27% 7,857

aAnnulus area per last stage is 175.8333 sq. ft. For six exhaust ends, total stage annulus area is 1055 sq. ft. Annulus velocity, fps=Last stage volumetric flow/�1055
�3600�.
bLast stage output, MW=Last stage flow��Last stage bowl enthalpy-Used energy end point�/3412141.63.
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condenser operating range of 2.0–4.0 in. Hg �absolute�, bet-
ter performance is obtained at condenser pressures below
2.5 in. Hg �absolute� with the 52 in. LSB compared to the
43 in. LSB. The gain in output is about 18 MW at 2.0 in. Hg
�absolute�. However, at condenser pressures above

2.5 in. Hg �absolute�, the 43 in. LSB blades perform better
and the gain in output with this size is about 14 MW at
4.0 in. Hg �absolute�.

• If the unit were uprated by 15% retaining the original
condenser/cooling system design, the condenser heat loads

Table 3 43 in. LSB performance for 15% power uprate with original condenser

Cond.
press
in. Hg

�absolute�

Last stage
bowl

press. PB,
psi

�absolute�

Last stage
shell

press. Psh,
psi

�absolute�

Last
stage
press.
ratio,

Psh / PB

Last stage
bowl

enthalpy
HB, Btu/lb

Last stage
bowl

entropy SB,
Btu/lb

Isentropic
enthalpy

Hsen,
Btu/lb

Last stage
available

energy AE,
Btu/lb

Expansion
line end

point
ELEP,
Btu/lb

Last stage
exhaust
flow W,

Lb/h

�1� �2� �3� �4�
��3� / �2�

�5� �6� �7� �8�= �5�–
�7�

�9� �10�

2.76 6.01 1.36 0.226 1039.5 1.67891 953.8 85.7 968.1 9,576,736
2.85 6.02 1.40 0.233 1039.5 1.67871 955.5 84.1 969.5 9,588,814
3.25 6.07 1.60 0.263 1039.5 1.67783 962.0 77.5 974.7 9,637,186
3.95 6.14 1.94 0.316 1039.4 1.67649 971.9 67.5 982.6 9,711,370
5.00 6.24 2.46 0.394 1039.3 1.67488 984.1 55.2 992.4 9,804,425

Last
stage

specific
volume
v, cft/lb

Last stage
volumetric
flow Wv,

cft/h

Last stage
annulus
velocity
Van, ft/s

Dry
exhaust
loss EL,
Btu/lb

Used
energy

end point
UEEP,
Btu/lb

Last stage
UEEP

efficiency,
%

Last stage
output,
MW

Generator
output,
MWe

Last stage
output, %

of gen.
output

End
loading

lb/h
sq. ft

�11� �12�= �10�
��11�

�13�a �14� �15� �16�= ��5��
–��15�� / �8�

�17�b �18� �19�
���17� / �18��

�100

�20�
��10� /742.8

215.802 2.067E+09 773 14.5 978.0 71.79% 172.7 1267.413 13.62% 12,893
209.450 2.008E+09 751 13.4 978.6 72.49% 171.3 1266.769% 13.52% 12,909
185.840 1.791E+09 670 9.9 981.5 74.81% 163.7 1258.675 13.01% 12,974
155.439 1.510E+09 565 7.3 987.7 76.60% 147.2% 1241.382 11.86% 13,074
125.309 1.229E+09 459 7.6 997.7 75.32% 119.6 1212.802 9.86% 13.199

aAnnulus area per last stage is 123.8 sq. ft. For six exhaust ends, total last stage annulus area is 742.8 sq. ft. Annulus velocity, fps=Last stage volumetric flow/�742.8
�3600�.
bLast stage output, MW=Last stage flow��Last stage bowl enthalpy-Used energy end point�/3412141.63.

Table 4 52 in. LSB performance for 15% power uprate with original condensor

Cond.
Press
in. Hg

�absolute�

Last stage
bowl

press. PB,
psi

�absolute�

Last stage
shell

press. Psh,
psia

�absolute�

Last
stage
press.
ratio,

Psh / PB

Last stage
bowl

enthalpy
HB, Btu/lb

last stage
bowl

netropy SB,
Btu/lb

Isentropic
enthalpy

Hsen,
Btu/lb

Last stage
available

energy AE,
Btu/lb

Expansion
line end

point
ELEP,
Btu/lb

Last stage
exhaust
flow W,

lb/h

�1� �2� �3� �4�
��3� / �2�

�5� �6� �7� �8�= �5�–
�7�

�9� �10�

2.74 6.01 1.35 0.224 1039.5 1.67891 953.5 86.1 967.8 9,574,576
2.84 6.02 1.40 0.232 1039.5 1.67873 955.2 84.3 969.3 9,587,724
3.26 6.07 1.60 0.264 1039.5 1.67782 962.1 77.4 974.7 9,637,599
3.98 6.14 1.95 0.318 1039.4 1,67646 972.2 67.1 982.9 9,713,204
5.05 6.24 2.48 0.398 1039.3 1.67483 984.6 54.7 992.8 9,807,062

Last
stage

specific
volume
v, cft/lb

Last stage
volumetric
flow Wv,

cft/hr

Last stage
annulus
velocity
Van, ft/s

Dry
exhaust
loss EL,
Btu/lb

Used
energy

end point
UEEP
Btu/lb

Last stage
UEEP

efficiency,
%

Last stage
output,
MW

Generator
output,
MWe

Last stage
output, %

of gen.
output

End
loading

lb/h
sq. ft

�11� �12�= �10�
��11�

�13�a �14� �15� �16�= ��5��
–��15�� / �8�

�17�b �18� �19�
���17� / �18��

�100

�20�
��10� /1055

217.219 2.080E+09 548 10.1 947.7 75.29% 181.8 1277.477 14.23% 9,075
210.288 2.016E+09 531 10.3 976.3 75.04% 177.8 1273.083 13.96% 9,088
185.559 1.788E+09 471 11.2 982.5 73.63% 161.0 1256.005 12.82% 9,135
154.451 1.500E+09 395 13.3 992.1 70.42% 134.6 1229.071 10.95% 9,207
124.251 1.219E+09 321 16.0 1003.9 64.63% 101.7 1195.266 8.51% 9,296

aAnnulus area per last stage is 175.8333 sq. ft. For six exhaust ends, total last stage annulus area is 1055 sq. ft. Annulus velocity, fps=Last stage volumetric flow/�1055
�3600�.
bLast stage output, MW=Last stage flow��Last stage bowl enthalpy-Used energy end point�/3412141.63.
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increase by about 16%. The condenser operating range
shifts to between 2.7 in. Hg �absolute� and 5.0 in. Hg �abso-
lute�. In this range, the 43 in. LSBs are being utilized more
efficiently while the 52 in. LSBs perform poorer.

• If the unit were to be uprated by 15% and the 52 in. LSB
used, the condenser/cooling system would need to be
modified/upgraded to better utilize the larger blades. The
desired range would be 2.0–4.0 in. Hg �absolute�.

Figure 3 illustrates the impact of the operating ranges before
and after the power uprate for the two blade sizes.

Conclusions and Recommendations
The paper has discussed the considerations involved in match-

ing the last stage performance to the condenser/cooling system
design and operating range for different end loadings and LSB
sizes.

The case study utilized a nuclear unit with a once-through cool-
ing system and examined two different blade sizes to keep the
analysis simple. While the analysis shown applies to various last
stage blade sizes for both once-through and closed cooling sys-
tems, the results shown are specific to the case study. For other
units, information specific to those units should be considered in
the analysis.

The following recommendations are proposed:

• For optimum last stage performance in existing units, evalu-
ate the performance over the entire operating range of the
condenser/cooling system and not merely at the condenser
design point. Consider potential upgrades/modifications to
the condenser/cooling system if the evaluation reveals mis-
match or less than optimum performance.

• When power uprates are being considered, also evaluate po-
tential upgrades/modifications to the condenser/cooling sys-
tem to ensure that the last stage performance is properly
matched to the new condenser operating range for optimum
performance.

• Where LP turbine rotors are being replaced with fully
bladed rotors including new LSB, evaluate the impact of the
new last stage on the entire operating range of the existing
condenser/cooling system. Reference �9� discusses the per-
formance considerations in replacement of LP turbine ro-
tors.

• When planning on complete LP turbine replacements with
new or advanced designs, evaluate the different LSB offer-
ings over the entire condenser operating range. Consider the
impact of the last stage upon the condenser/cooling system
and evaluate if potential modifications are warranted to the
condenser/cooling system to properly match the LSB size to
the condenser/cooling system.

• Although the hood loss is considered from the last stage
exhaust to the condenser flange connection, pressure losses
in the condenser neck and the associated impact on last
stage performance can be significant. Consequently, the con-
denser neck should be part of the evaluation when LP tur-
bine replacements and/or condenser upgrades/modifications
are being planned. References �5,10� provide more details
on the LP turbine last stage/condenser neck interface.

Nomenclature
A � area, square feet
P � pressure, psia �absolute�
V � velocity, fps
v � specific volume, cft/lb

W � Mass flow, lb/h

Subscripts
an � annulus
B � bowl

isen � isentropic
Sh � Shell

Fig. 3 Performance of 43 in. LSB and 52 in. LSB before and after power uprate
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A Coal-Fired Power Plant With
Zero-Atmospheric Emissions
This paper presents the thermodynamic and cost analysis of a coal-based zero-
atmospheric emissions electric power plant. The approach involves an oxygen-blown
coal gasification unit. The resulting synthetic gas (syngas) is combusted with oxygen in a
gas generator to produce the working fluid for the turbines. The combustion produces a
gas mixture composed almost entirely of steam and carbon dioxide. These gases drive
multiple turbines to produce electricity. The turbine discharge gases pass to a condenser
where water is captured. A stream of carbon dioxide then results that can be used for
enhanced oil recovery or for sequestration. The term zero emission steam technology is
used to describe this technology. We present the analysis of a 400 MW electric power
plant. The power plant has a net thermal efficiency of 39%. This efficiency is based on the
lower heating value of the coal, and includes the energy necessary for coal gasification,
air separation, and for carbon dioxide separation and sequestration. This paper also
presents an analysis of the cost of electricity and the cost of conditioning carbon dioxide
for sequestration. Electricity cost is compared for three different gasification processes
(Texaco, Shell, and Koppers-Totzek) and two types of coals (Illinois 6 and Wyodak). COE
ranges from 5.95 ¢ /kW h to 6.15 ¢ /kW h, indicating a 3.4% sensitivity to the gasifica-
tion processes considered and the coal types used. �DOI: 10.1115/1.2771255�

Introduction
More than half of the electricity consumed in the United States

�52%� is generated from coal. This fraction is likely to increase
because the U.S. has about 25% �275�109 tons� of the world’s
coal reserves. Pollution from coal-fired power plants is a pressing
environmental problem and the emission of carbon dioxide is of
increasing concern due to global warming.

Carbon dioxide capture and geologic storage offer a new option
for reducing greenhouse gas emissions that can complement the
current strategies of improving energy efficiency and increasing
the use of nonfossil energy resources.

Production of electric power from coal with zero-atmospheric
emissions is a goal of the FutureGen Program of the U.S. Depart-
ment of Energy �DOE� �1�. A decade ago, such a concept would
not have been viable. However, recent research �2–11� has ad-
dressed technical and economic issues associated with the con-
cept, making it a viable option.

In this paper, we describe a coal-fired zero emission steam tech-
nology �ZEST� power plant concept. This power plant uses a
Rankine cycle to drive three turbines connected in series. How-
ever, unlike conventional steam power plants, the plant does not
use a boiler to generate steam. Use of a boiler presents two dis-
advantages to the efficiency of the Rankine cycle. First, the maxi-
mum cycle temperature is limited by the maximum temperature
that boiler components can withstand. Second, 10–15% of the
energy in the fuel is lost with the exhaust gases that are vented to
the atmosphere.

In this study, the turbine working fluid is produced in a gas
generator by the stoichiometric combustion of synthetic gas �syn-
gas� and oxygen. Hence, the maximum operating temperature of
the Rankine cycle is no longer controlled by the maximum oper-
ating temperature of a boiler. Rather, the maximum operating tem-
perature that the turbines can withstand becomes the efficiency-
limiting temperature.

The adiabatic flame temperature of the stoichiometric combus-
tion of syngas is too high for today’s turbine technology. There-
fore, in the gas generator, water is premixed with the syngas and
oxygen before the mixture enters the combustion chamber. In ad-
dition, the gas generator �8–11� has several sections in which
water is added to the combustion products to bring the gas tem-
perature to a level acceptable to available turbines.

The turbine discharge gases pass to a condenser where water is
captured as liquid and gaseous carbon dioxide is pumped from the
system. The carbon dioxide can be compressed for enhanced re-
covery of oil or coal-bed methane, or the compressed carbon di-
oxide can be injected for sequestration into a subterranean forma-
tion. The technology described in this paper is the subject of
several U.S. patents �12–21�.

The methodology followed in this paper was previously applied
to a natural gas power plant by the same authors �11�. In the
current analysis, the fuel is coal, processed by a gasifier to pro-
duce a synthetic gaseous fuel �syngas�. This publication also pre-
sents an analysis of the cost of electricity �COE�.

Several coal gasification technologies have been developed and
applied to integrated gasification-combined-cycle �IGCC� power
plants �22–24�. In this paper, gasification technologies by Texaco
�25,26�, Shell �27�, and Koppers-Totzek �28� are analyzed to study
their influence on performance and cost of electricity.

Power Plant Configuration
Figure 1 presents the power plant configuration analyzed in this

paper. The power plant has four major sections: �1� coal gasifica-
tion and syngas compression, �2� air separation and oxygen �O2�
compression, �3� power generation, and �4� carbon dioxide �CO2�
separation and sequestration. Each of these sections consists of
multiple components, as shown in Fig. 1. For this analysis, the
plant is assumed to operate on syngas that is combusted with
oxygen. The syngas is produced in a coal gasification plant, and it
is compressed to the inlet pressure of the gas generator:
10,200 kPa �1480 lb. / in.2�, point 22, Fig. 1. Part of the syngas is
compressed to a pressure of 2,140 kPa �310 lb. / in.2� for Reheater
1 that is installed between the high-pressure turbine and the
intermediate-pressure turbine �point 5�. The compression system
for the syngas consists of four compressors �Compressors 1–4�
and three intercoolers �Intercoolers 1–3�. Oxygen is generated in
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an air separation plant and is compressed to feed the gas generator
and two reheaters. The oxygen compression system consists of
four compressors �Compressors 5–8� and three intercoolers �Inter-
coolers 4–6�.

The water for this cycle is generated by the cycle itself. The
gasification process consumes 3.6 kg /s of water, and combustion
produces 18.8 kg /s, resulting on a net water surplus of 15.2 kg /s.
The water leaving the condenser is heated in Preheaters 1 and 2
before the water is injected into the combustion products in the
gas generator. These preheaters increase the efficiency of the cycle
by improving heat recovery.

The preheaters are located in the discharge lines of both the
intermediate-pressure turbine and the low-pressure turbine. The
preheaters heat the water that is routed from the condenser to the
gas generator where the water is evaporated to cool the combus-
tion products in the gas generator. If the water were not preheated,
a smaller amount of water would be required to cool the gases in
the gas generator. However, taking thermal energy out of the dis-
charge of the drive gas from the low-pressure turbine reduces the
energy that is delivered to the condenser. As a result, less heat is
transferred to the condenser cooling water. This reduced con-
denser cooling water heat loss increases plant efficiency. The lo-
cation of the preheaters, the amount of heat removed from the
turbine drive gas, and the temperature of the cooling water enter-

ing the gas generator all affect cycle efficiency. How this increase
in efficiency is obtained is not a priori clear but is determined
from optimization studies of the entire cycle.

Combustion products from the gas generator are delivered to
the high-pressure turbine �point 24� where the mixture of steam
and carbon dioxide expands, thereby producing power in the tur-
bine and electrical generator system. The mixture consists of a
0.92 mass fraction of steam and 0.08 mass fraction of carbon
dioxide. After the steam and carbon dioxide mixture leaves the
high-pressure turbine, the mixture interchanges heat with the wa-
ter that comes from Preheater 2 and the enthalpy of the mixture
increases. Then the mixture goes to Reheater 1 �point 26�. The
reheater increases the temperature of the mixture before it enters
the intermediate-pressure turbine. Composition at the
intermediate-pressure turbine consists of a 0.72 mass fraction of
steam and a 0.28 mass fraction of carbon dioxide. After leaving
the intermediate-pressure turbine, the mixture goes through Pre-
heater 2 and then it goes to a second reheater before entering the
low-pressure turbine for its final expansion �point 32�. The ex-
haust from the low-pressure turbine flows through Preheater 1 to
preheat the water that was separated from the turbine working
fluid in the condenser.

Most of the water that is generated in the cycle is separated
from the turbine working fluid mixture in the condenser. Liquid

Fig. 1 Schematic diagram of the zero-atmospheric emissions 400 MW coal power plant
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water is extracted from the condenser by Pump 1 and is recycled
to the system. The water temperature is increased in Preheaters 1
and 2 before the water goes to the gas generator �point 23� to
control the temperature of the combustion products.

A mixture consisting primarily of carbon dioxide, but contain-
ing a substantial amount of moisture, is extracted from a port
�point 36� at the top of the condenser. The carbon dioxide with the
remaining moisture from the condenser is then delivered to sev-
eral compressors and intercoolers to obtain high-pressure carbon
dioxide with almost no moisture. The compression-sequestration
system consists of seven compressors �Compressors 10–16� and
six intercoolers �Intercoolers 7–12�.

Analysis
The power plant system consists of an oxygen separation plant,

a coal gasification plant, a gas generator, three turbines, two re-
heaters, a condenser, 15 compressors, a pump to recirculate the
water from the condenser to the gas generator, a pump for the
condenser cooling water, 12 intercoolers, two preheaters, a heat
exchanger, and an electric generator. Energy and mass conserva-
tion laws are applied to every system component. The equations
used to describe the power plant components �more than 1200
equations� are solved simultaneously in a computer code �29� to
analyze plant efficiencies. Individual system components are de-
scribed next.

Oxygen Separation Plant. For this analysis, the power to op-
erate the oxygen separation plant, 0.22 kW h /kg of oxygen, was
obtained from data presented in the literature �30�. This value is
similar to the 0.214 kW h /kg given in Ref. �31� �Table 4-1 Case
3A, IGCC with CO2 removal� for a cryogenic air separation plant.
Advances in oxygen separation are expected to reduce this power
to 0.16 kW h /kg when ion transport membrane �ITM� technology
matures �32�.

Coal Gasification Plant. Three power plant configurations are
compared. Each configuration uses a different oxygen-blown coal
gasifier �Texaco �25,26�, Shell �27�, and Koppers-Totzek �28��.
Efficiency of the power plant and cost of electricity are compared
for these three gasification processes operating on Illinois 6 coal
and Wyodak coal.

Gas Generator and Reheater. Syngas and oxygen are com-
busted in the gas generator to produce the turbine working fluid.
The temperature of the combustion products of syngas with oxy-
gen is controlled by adding water to the combustion products in
the gas generator. The mass flow rate of water into the gas gen-
erator depends on the desired inlet temperature of the working
fluid for the high-pressure turbine.

A reheater burns syngas with oxygen and mixes the combustion
products with the high-pressure turbine exhaust. The hot mixture
can then be efficiently expanded in the intermediate-pressure tur-
bine. A second reheater is installed between the intermediate-
pressure and low-pressure turbines.

In the gas generator and the reheaters, the absolute enthalpy
�including both sensible enthalpy and enthalpy of formation� of
the products is equal to the absolute enthalpy of the reactants
�assuming an adiabatic process�. Complete combustion is consid-
ered in the gas generator and in the reheaters.

Turbines. Turbines are modeled by the equation of isentropic
efficiency �33�. The turbine isentropic efficiencies for the high-
pressure turbine, the intermediate-pressure turbine, and the low-
pressure turbine are assumed to be 90%, 91%, and 93%, respec-
tively �see Table 1�. The efficiency of the high-pressure turbine
takes into account the use of short blades; the efficiency of the
intermediate-pressure turbine takes into account the blade cooling
losses. These efficiencies compare to values of 93% used by Ban-
nister et al. �34�, 85% used by Bolland et al. �35�, and 93% by
Aoki et al. �36�.

Heat Exchangers. We use an effectiveness equation to deter-
mine the performance of the heat exchangers �intercoolers, pre-
heaters, and condenser�. The heat exchanger effectiveness is de-
fined as the ratio of the actual rate of heat transfer in a given heat
exchanger to the maximum possible rate of heat exchange.

This analysis assumes an effectiveness of 85% for intercoolers
and preheaters �see Table 1� �35�. The temperature of the environ-
ment and cooling water is assumed to be 288 K �59°F� to be
consistent with the environment temperature used in the analysis
of combined cycle plants.

Compressors. Compressors are modeled by the equation of
isentropic efficiency �33� defined as the ratio of power needed to
compress gases in an isentropic process and the actual power
needed in the compression of the gases. The compressors were
assumed to have an isentropic efficiency 85%. Previous research-
ers �34–36� have used compressor efficiencies in the range of
85–89%.

Water Recirculation Pump. The isentropic efficiency of the
water pump is assumed to be 85%. Previous researchers �34–36�
have used pump efficiencies in the range of 85–99%.

Computational Assumptions. Complete combustion was as-
sumed in the gas generator. This is justified because the gas gen-
erator uses platelet injectors that provide extremely uniform mix-
ing of oxygen, fuel, and water. In addition, bench-scale tests
recently made at the University of California at Davis show an
absence of hydrocarbons in the exhaust and only minor concen-
trations of carbon monoxide. These results are in agreement with

Fig. 2 Syngas energy per ton of coal for three different gasifi-
cation processes „Texaco, Shell, and Koppers-Totzek… and two
types of coal „Illinois and Wyodak…. The figure also shows effi-
ciency „�… for each gasification process.

Table 1 Parameters used in the simulation of the ZEST plant

System parameters Value

Preheater effectiveness 0.85
Condenser effectiveness 0.90
Intercooler effectiveness 0.85
Ambient temperature 288 K
Isentropic efficiency of the high-
pressure turbine

90%

Isentropic efficiency of the
intermediate-pressure turbine

91%

Isentropic efficiency of the low-
pressure turbine

93%

Isentropic efficiency of the
compressors

85%

Efficiency of the water pump 85%
Efficiency of the electric
generator

98%
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predictions based on the use of the chemical kinetics code
CHEMKIN-II �37,38�.

Pressure drops are considered negligible in all pipelines. Heat
transfer losses to the environment from lines connecting plant
components are also considered to be negligible. Heat losses to
the environment from heat exchangers are neglected. A commer-
cial oxygen separation plant for this type of application would
produce an oxygen stream that contains about 1–2% argon. In this
analysis, the contribution of argon in the turbine working fluid is
neglected. Addition of argon to the working fluid mixture of steam

and carbon dioxide makes the iterative computations more com-
plex. Studies show that the noncombustible gas does not change
significantly the efficiency calculations, but primarily change the
output power due to the change in molecular weight of the work-
ing fluid.

The system of equations is solved with an iterative equation
solver �29� by using computer-based tables of properties for all
the substances involved �water �39�, carbon dioxide �40�, oxygen
�41�, carbon monoxide �41�, and hydrogen �42��. Table 1 shows
the values of the system parameters used in the analysis.

Fig. 3 Zero-atmospheric emissions power plant data for base case analysis. Notation: pressure, kPa „top…; temperature, K
„middle…; mass flow, kg/s „lower…. Input power=1,030 MW LHV, thermal energy consumed in the gasification process
=175 MW. Electric power generated=550 MW, electric parasitic power of pumps, compressors, and gasification plant
=150 MW. Net electric power=400.0 MW. Net LHV thermal efficiency=39%.
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Cost Analysis. A method for assessing the economics of a
power plant is to calculate the unit cost of electricity �COE� pro-
duced by the plant �43�. To determine this cost, the following
information is used:

A. unit capital cost �$/kW h�
B. plant net thermal efficiency
C. fuel cost �$/kW h�
D. operating and maintenance cost �$/kW h�.

If income from plant by-products is excluded to simplify the
calculations, the cost of electricity is given by: COE=A+C+D,
where C is a function of B, and where D is conservatively esti-
mated to be D=0.15� �A+C�. Plant capital cost was based on
65% utilization, 20 year life span, and 14% interest rate �31�.

Results
Figure 2 shows energy of the syngas per ton of coal for the

three gasification processes: Texaco �25,26�, Shell �27�, and
Koppers-Totzek �28�, and for the two types of coal: Illinois 6 and
Wyodak. Black in every column represents energy from CO, gray
represents energy from hydrogen, and white represents energy
losses. The three gasification processes considered in this analysis
have efficiencies ranging from 76% to 81% �25–28�. The Texaco
process using either Illinois 6 or Wyodak coal is the most efficient
process.

Figure 3 shows the results for the base case power plant analy-
sis. Figure 3 shows pressures, temperatures, and mass flow rates
for this power plant at more than 50 locations. In Fig. 3, power is
given in kilowatts, pressure in kilopascals, temperatures in Kelvin,
and mass flow rates in kg/s. The base case assumes a high-
pressure turbine with an inlet temperature of 1,089 K �1500°F�
and an intermediate-pressure and low-pressure turbines running at
a 1700 K �2600°F� inlet temperature.

The base case analysis considers the Shell gasification process
using Illinois 6 coal �27�. The LHV of the Illinois 6 coal is
25.8 MJ /kg �27�. The dry compositions of the syngas produced in
the shell gasification process are 31.6% of H2, 64% of CO, and
4.4% of CO2.

The power plant configuration has a net thermal efficiency of
39% and a net electrical output of 400 MW. The net thermal
efficiency is based on the lower heating value of coal, and in-
cludes the energy required to separate oxygen from air, the ther-
mal energy consumed in the gasification process, and the energy
required to compress the carbon dioxide for underground seques-

tration to a pressure of 14.5 MPa �2100 lb. / in.2�. This sequestra-
tion pressure is sufficient to inject the carbon dioxide either into
an oil zone for enhanced oil recovery or into a subterranean aqui-
fer at an approximate depth of 1200 m �3937 ft�.

In the current analysis, the power plant and the air separation
plant were treated as individual units. By integrating the air sepa-
ration plant and the power plant and by optimizing the perfor-
mance of the combined units, a higher overall efficiency and
therefore lower cost of electricity could be obtained �44�.

Chiesa and co-workers �45–47� studied a zero-atmospheric
emissions power plant cycle with oxygen and gasification plants.
The turbine working fluid in the cycle of Chiesa and co-workers
�45–47� differs from the one presented here because in their
power plant CO2 is recycled rather than H2O.

Figure 4 shows the COE in ZEST power plants for the three
different gasification processes and two types of coal. COE varies
from 5.95 ¢ /kW h for the Shell process using Illinois 6 to
6.15 ¢ /kW h coal for the Shell process using Wyodak coal. This
represents a 3.4% variation for three different gasification pro-
cesses and two types of coal. This is an indication that the gasifi-
cation process and the type of coal have little influence on the
electricity cost.

A comparison of the COE for electric power plants operating on
both syngas derived from coal and on natural gas is presented in
Fig. 5. Squares indicate COE from natural gas and triangles indi-
cate COE from coal. The analysis done for this figure uses a
natural gas price of US$3.15/GJ �US$3.33/MM Btu� and coal
price of US$1.2/GJ �US$1.25/MM Btu�, capital charges of 14%
per year, 80% utilization for natural gas power plants, and 65%
utilization for coal power plants. The figure includes electricity
costs for plants with and without exhaust gas sequestration.

The numbers for the natural gas combined cycle �NGCC� with
and without sequestration and for the IGCC were taken from an
EPRI report �31�. Figure 5 compares COE for NGCC and IGCC
technologies, with and without sequestration of exhaust gases,
with the COE of the ZEST. The lowest electricity cost is
US$0.035 /kW h for NGCC plant without exhaust gas sequestra-
tion �Ref. �31�, Case 1C: Base NGCC without CO2 removal, class
F gas turbine�. The COE for NGCC with CO2 removal is
US$0.054 /kW h �Ref. �31�, Case 1A: Base NGCC with CO2 re-
moval, class F gas turbine�. COE for a ZEST natural gas using
near term technology is US$0.050 /kW h, which is slightly lower
than the electricity cost for NGCC with CO2 removal. An analysis
of the COE is also included in Fig. 5 for a ZEST natural gas plant
using advanced technology. The analysis includes use of high
temperature turbines, membrane oxygen separation, and optimiza-
tion of the combined power plant and oxygen plant �44�. COE for
advanced ZEST natural gas technology is US$0.042 /kW h.

Fig. 4 ZEST electricity cost for three different gasification pro-
cesses „Texaco, Shell, and Koppers-Totzek… and two types of
coal „Illinois 6 and Wyodak…. COE for IGCC with and without
CO2 sequestration is also included.

Fig. 5 COE as a function of capital cost for ZEST and other
technologies for comparison
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ZEST power plants would use transpiration-cooled turbines in
which the turbine blades would be cooled with steam in a range
from 450 K �350°F� to 480 K �404°F� �48�. Because steam cool-
ing is more efficient than air cooling, the blade surface tempera-
ture would be lower than with air cooling. ZEST near term con-
ditions represent turbines operating at drive gas temperatures of
1089 K �1500°F� for the high-pressure turbine and 1700 K
�2600°F� for both the intermediate- and high-pressure turbines.
The corresponding temperatures for the advanced ZEST plants
would be 1089 K �1500°F�, 1922 K �3000°F�, and 1922 K.

The COE for IGCC without CO2 removal is US$0.05 /kW h
�Ref. �31�, Case 1B, E-Gas™ IGCC, H class turbine without CO2
removal�. COE for IGCC with CO2 removal is US$0.063 /kW h
�Ref. �31�, Case 3A; E-Gas™ IGCC, H class turbine with CO2
removal�. COE for ZEST coal near term technology is
US$0.060 /kW h, which is a slightly lower than the electricity cost
for IGCC with CO2 removal. The advanced case has an estimated
COE of US$0.055 /kW h �44�.

Another advantage of the ZEST technology over combined
cycle technology is the lower cost to condition CO2 for seques-
tration of US$4.6 / ton versus US$17.6 / ton �31�. This lower CO2
conditioning cost could provide additional revenue for ZEST
plants where the CO2 could be used for enhanced oil or coal-bed
methane recovery, or could be sold as an industrial by-product.

Conclusions
This paper presents a thermodynamic analysis of a zero-

atmospheric emissions power plant. The simulation considers the
compression process of syngas and oxygen to feed the gas gen-
erator and the reheaters, a Rankine cycle with three turbines, and
the carbon dioxide separation and sequestration processes.

The analysis predicts a 39% net thermal efficiency in a
400 MW zero-atmospheric emissions power plant that can be con-
structed with high temperature turbine technology in use today.
The net thermal efficiency is based on the lower heating value of
coal, and includes the energies required to separate oxygen from
air, to make syngas from coal and the energy required to compress
the carbon dioxide for underground sequestration.

The results indicate that the zero emission power plant will
produce electricity at lower cost than competing technologies that
include carbon sequestration. These results apply for coal-fired as
well as for natural gas fired power plants. Further cost reductions
may be obtained through integration of the coal gasification plant,
the oxygen plant, and the power generation cycle �44�.
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Performance Trends of an
Air-Cooled Steam Condenser
Under Windy Conditions
Air-cooled steam condensers (ACSCs) are increasingly employed to reject heat in modern
power plants. Unfortunately, these cooling systems become less effective under windy
conditions and when ambient temperatures are high. A better understanding of the fun-
damental air flow patterns about and through such ACSCs is essential if their perfor-
mance is to be improved under these conditions. The present numerical study models the
air flow field about and through a particular ACSC. The performance of the fans is
modeled with the aid of a novel numerical approach known as the “actuator disc model.”
Distorted air flow patterns that significantly reduce fan performance in certain areas and
recirculatory flows that entrain hot plume air are found to be the reasons for poor ACSC
performance. It is found that the reduction in fan performance is the main reason for the
poor ACSC performance while recirculation of hot plume air only reduces performance
by a small amount. �DOI: 10.1115/1.2771567�

Keywords: air-cooled steam condensers, windy conditions, performance, distorted air
flow, recirculation

1 Introduction
Large air-cooled heat exchangers �ACHEs� are used in systems

to reject heat to the atmosphere, which acts as the heat sink. They
are typically found in power and chemical plants. Kröger �1� de-
scribes various configurations of ACHEs which are found in prac-
tice. In a power plant, steam is the process fluid. Heat is rejected
from the turbine exhaust steam by means of an air-cooled steam
condenser �ACSC�. The performance of an ACSC consisting of 30
A-frame or fan units as shown in Fig. 1 will be determined under
windy conditions. In ACSCs, finned tube bundles �heat exchang-
ers� are arranged in the form of an A-frame �Fig. 2�a�� with an
apex angle of approximately 60 deg, thereby reducing the plot
area and ensuring drainage of the condensate. The air acts as a
cooling medium, and is forced through the heat exchanger by
means of a fan.

Although it is well known that the performance of ACHEs and
ACSCs are reduced under windy conditions, very little useful
quantitative information concerning this problem is available. A
few limited numerical studies have been done to evaluate aspects
of the phenomenon.

Van Aarde and Kröger �2� conducted practical experiments on a
full-scale ACSC and they observed that wind had a significant
influence on the performance of the particular ACSC. The wind
affects the air flow pattern and the static pressure at the inlet to
each fan. This in turn affects the volumetric flow rate of the fan. It
is evident from this study that wind plays an important role in the
performance of an ACSC system.

Goldschagg �3� found that windy conditions have a negative
effect on ACSC performance. This was observed at the world’s
largest ACSC �Matimba power plant� where the turbine perfor-
mance was reduced measurably during certain windy conditions
and occasional turbine trips occurred under extremely gusty con-
ditions.

Salta and Kröger �4� conducted laboratory experiments and

found that the effectiveness of a single or multiple fan row ACHE
decreases exponentially as the fan deck or platform height is low-
ered. Their experiments also showed that the volumetric effective-
ness of the edge or peripheral fans is always lower than that of the
inner fans.

The negative impact of wind on an ACHE, according to Du-
venhage and Kröger �5�, is twofold:

• Hot plume air recirculation occurs when a fraction of the hot
buoyant outlet air �plume� is drawn back into the ACHE
inlet. This results in an increase in the effective temperature
of the cooling air with a corresponding reduction in heat
rejection rate; and

• Fan performance is reduced �decrease in air mass flow rate
through the system� due to distorted inlet air flow
conditions.

It is important to note that these two effects are not always
coupled. One or the other is usually dominant, depending on the
ACHE geometry, wind speed, and direction.

Bredell et al. �6� numerically investigated the performance of a
two-dimensional forced draft air-cooled steam condenser under
windless conditions. The numerical flow field showed that the
inlet flow distortions have a negative effect on the fan flow rate
due to a number of factors. The type of fan was also shown to
have an effect on the performance of a forced draft ACSC.

Coetzee and du Toit �7� conducted a numerical study on the air
flow through an ACHE. Despite the many simplifications and as-
sumptions, they claim that numerical modeling offers a valuable
tool in the performance evaluation of ACHEs.

Based on previous experimental and numerical research it may
be concluded that computational fluid dynamics �CFD� can be
effectively employed to investigate the performance of ACHEs �or
ACSCs� under windy conditions. The objective of this study is to
investigate the trend in performance and thermal-flow character-
istics about and through the ACSC shown schematically in Fig. 1
under windy conditions with the aid of a commercial CFD code,
FLUENT.
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2 Numerical Modeling
As a default, the SIMPLE solution algorithm is implemented in

FLUENT, for a steady-state solution. The first-order upwind differ-
encing scheme is used to ensure stability, and turbulence is mod-
eled using the k-� model, with default model constant settings. It
is assumed that the flow is incompressible. Buoyancy effects are
taken into account by means of the Boussinesq model.

Due to computational limitations, the detailed air flow through
the complete ACSC with all 30 fans will not be solved directly.
Instead a simplified global flow field will be solved and data from
this model will be exported to each fan to determine its volumetric
effectiveness employing the “actuator disk model” approach
�Bredell �8��.

2.1 ACSC System Model. In the global flow field analysis
the fans in the ACSC are represented by a simple model consist-
ing of a rectangle as shown in Fig. 3 having a uniform inlet and
outlet velocity distribution. As buoyancy �non-adiabatic� is taken
into account, a constant temperature is also assigned to the uni-
form velocity boundaries.

The wind speed distribution across a relatively smooth surface
is usually expressed as follows

vH = vref�H/Href�b �1�

In the present analysis a value of b=1 /7 will be assumed. Wind
speeds will be specified at a height of 20 m above the ground �fan
deck or platform height�.

2.2 ACSC Fan Unit Model. Figure 2�a� shows the actual
ACSC fan unit. Obstacles or appurtances such as supports, beams,
inlet screens, electrical fan drives, and ducting were not individu-
ally modeled in the simplified model of an ACSC fan unit, as

shown in Fig. 2�b�. The mechanical energy losses �or correspond-
ing pressure drop� resulting from the obstacles, heat exchanger,
and outlet losses are taken into account in the heat exchanger
model �porous media model in FLUENT� by a viscous and an iner-
tial loss coefficient. Similar to Bredell et al. �8� this simplification
can be justified, as the purpose of this study is to investigate fan
performance and system performance and not the detailed model-
ing of the flow in the plenum chamber or at the ACSC outlet. The
advantages and disadvantages of various methods of modeling an
axial flow fan are discussed by Bredell et al. �8�. The “actuator
disk model” of Bredell et al. �8� will be used in this study.

Refer to Van Rooyen and Kröger �9� for a detailed overview of
the numerical modeling.

2.3 System Performance. The procedure followed in deter-
mining the volumetric effectiveness of the ACSC is as follows:

• Solve the global flow field about the ACSC with a simplified
global flow field numerical model �refer to Fig. 3�;

• Use the data from the global flow field numerical model as
boundary conditions for the detailed fan unit numerical
model �refer to Fig. 2�b��, and determine the volume flow
rate �Vfij� of the specific fan. Each fan has its own numerical
model, but only the flow through a selected few fans will be
determined �to reduce computational time�. The volumetric
effectiveness of a fan is defined as the ratio of the actual air
volume flow rate through the fan �Vf� divided by the ideal
volume flow through the fan �Vfid�; i.e., that is the case
where air flow inlet conditions to the fan are undisturbed;

• By interpolating and extrapolating, the volumetric effective-
ness of the fans not modeled is determined approximately;

• The ACSC volumetric effectiveness is determined based on
the volumetric effectiveness of the individual fans; and

• The effectiveness of the ACSC is determined based on the
mass flow rate through each fan and the air inlet temperature
at each fan.

3 Discussion of Results
This section presents the results of the numerical analysis and

the flow characteristics of the flow field about an ACSC and its
performance when the wind blows in the positive x direction and
positive x-y direction �45 deg with respect to the x and y direc-
tions� at speeds of 3 m /s, 6 m /s, and 9 m /s, respectively, at an
elevation corresponding to the fan platform height above ground
level �20 m�.

Under non-adiabatic conditions the effectiveness �this includes
changes in volume flow and inlet air temperature� of each con-
denser A-frame or fan unit �Kröger �1�� is

e = Qf/Qfid = 1 − exp�− UA/mafidcpa� �2�
where for this particular case

UA/mafidcpa = 44.41/mafid
0.5443 �3�

For the ACSC consisting of thirty fan units operating under ideal
conditions �no inlet flow distortions� with an ideal air flow rate of
mafid=717.65 kg /s per fan unit at ambient pressure of pa

Fig. 1 ACSC plant consisting of 5Ã6=30 A-frame units

Fig. 2 „a… A-frame ACSC fan unit; and „b… simplified numerical
model of an ACSC fan unit

Fig. 3 Schematic of ACSC, side elevation „simplified numeri-
cal model…
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=90,000 N /m2 and ambient and steam temperatures of Ta
=288.75 K and Tv=333.15 K, respectively, the total heat transfer
from the steam to the air is

Qid = 30mafidcpa�Tv − Ta��1 − exp�− UA/mafidcpa��
= 30 � 717.65 � 1006.609 � �333.15 − 288.75�

� �1 − exp�− 44.41/717.6500.5443��

= 683.445 � 106 W �4�
During windy periods

Q = �
i=1

5

�
j=1

6

Qfij

= �
i=1

5

�
j=1

6

mafijcpa�Tv − Taij��1 − exp�− UijA/mafijcpa��

= �
i=1

5

�
j=1

6

mafijcpa�Tv − Taij��1 − exp�− 44.41/mafij
0.5443�� �5�

where

mafij = �aVfij, kg/s �6�
In a steam turbine power generating plant �during steady state or
base load operation� the heat that is to be rejected by the ACSC is

approximately constant at all ambient temperatures. When the am-
bient temperature rises or during windy periods when the ACSC
effectiveness is reduced there will be a rise in steam temperature
and a corresponding turbine back pressure rise in order to reject
the same amount of heat. The following equations were employed
to determine the rise in steam temperature and corresponding in-
crease in turbine back pressure

Q = Qid = 30mafidcpa�Tv − Ta��1 − exp�− UA/mafidcpa��

= �
i=1

5

�
j=1

6

Qfij

= �
i=1

5

�
j=1

6

mafijcpa�Tvw − Taij��1 − exp�− UijA/mafijcpa��

= �
i=1

5

�
j=1

6

mafijcpaTvw�1 − exp�− UijA/mafijcpa��

− �
i=1

5

�
j=1

6

mafijcpaTaij�1 − exp�− UijA/mafijcpa�� �7�

or

Tvw =

30mafidcpa�Tv − Ta��1 − exp�− UA/mafidcpa�� + �
i=1

5

�
j=1

6

mafijcpaTaij�1 − exp�− UijA/mafijcpa��

�
i=1

5

�
j=1

6

mafijcpa�1 − exp�− UijA/mafijcpa��

=

30mafidcpa�Tv − Ta��1 − exp�− 44.41/mafid
0.5443�� + �

i=1

5

�
j=1

6

mafijcpaTaij�1 − exp�− 44.41/mafij
0.5443��

�
i=1

5

�
j=1

6

mafijcpa�1 − exp�− 44.41/mafij
0.5443��

where the temperatures are in °C.
The saturation pressure of the steam corresponding to this tem-

perature is given by �Kröger �1��

pvw = 10z, N/m2 �8�

where

z = 10.79586�1 − 273.16/Tvw� + 5.02808 log10�273.16/Tvw�

+ 1.50474 � 10−4�1 − 10−8.29692��Tvw/273.16�−1��

+ 4.2873 � 10−4�104.76955�1−273.16/Tvw� − 1� + 2.786118312

where Tvw is in K.

3.1 ACSC Performance Under Windy Conditions (Wind
in the x Direction). The following characteristics of the flow field
about and through the ACSC are found:

1. At a wind speed of 3 m /s the plume rise angle �angle be-
tween plume and vertical, immediately downstream of the
ACSC� is approximately 30 deg, 45 deg at 6 m /s and
60 deg at 9 m /s. The latter is shown in Fig. 4.

2. The volumetric effectiveness of fan �4,1� �refer to Fig. 5 for

fan location� is reduced due to a low-pressure region and a
corresponding distorted air flow pattern under it as is shown
in Fig. 6.

3. Figure 7 shows that an increase in the wind speed has a
significant effect on the volumetric effectiveness of fan �4,1�
and to a lesser extent on fan �6,1�. The wind effect on the

Fig. 4 Plume trajectory at a wind speed of 9 m/s
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volumetric effectiveness of the remaining fans is consider-
ably less. The wind may actually improve the volumetric
effectiveness of some of the fans. Fan �4,5� is generally not
very sensitive to wind and has a volume flow rate that is
more than the ideal volume flow rate of 661 m3 /s �corre-
sponding to the ideal mass flow rate of 717.65 kg /s�. The
volume flow rate through fan �4,3�, fan �5,3�, and fan �6,5�

also exceeds the ideal. This trend may be ascribed to the
relatively high momentum and low distortion of the air en-
tering these fans.

4. As shown in Fig. 8, the net volumetric effectiveness of the
entire ACSC decreases measurably with increasing wind
speed.

5. As shown in Fig. 9, there is a swirling flow �vortex�, which
increases in strength in the downstream x direction and con-
tains entrained hot plume air along the sides of the ACSC.
Fan �6,1� hardly experiences any increase in its inlet tem-
perature �essentially ambient temperature� while fan �6,5�
experiences a measurable increase in inlet air temperature
�approximately 6°C� due to the strong vortex as is shown in
Fig. 10.

6. The effectiveness of the ACSC decreases with increasing
wind speed as shown in Fig. 11. The dotted line shows the
effectiveness when only reduced fan air mass flow rates are
considered �ambient air temperature assumed at the inlet to
each fan; i.e., hot air recirculation is ignored�. Due to the
relatively high wind wall the effect of plume air recircula-
tion is shown to have a small influence on the effectiveness.

7. If the particular ACSC is connected to the outlet of a steam
turbine the latter’s outlet steam temperature and correspond-
ing back pressure will change due to wind speed and ambi-

Fig. 5 Numerical model „ACSC…, symmetry plane, and fan
location

Fig. 6 Vector plot, v „m/s…, at inlet to fan„4,1… at a wind speed
of 9 m/s in the x direction

Fig. 7 Volumetric effectiveness of fans

Fig. 8 Volumetric effectiveness of ACSC „wind in the x
direction…

Fig. 9 Streamline plot: global flow field showing plume vorti-
ces of increasing magnitude in the downstream direction at a
wind speed of 9 m/s in the x direction
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ent air temperature as shown in Figs. 12 and 13. Approxi-
mate empirical fits to the data in Figs. 12 and 13 for wind in
the x direction are, respectively

Tvw = 0.013�75.63 + 0.035vw
2.49��45.17 + Ta�, ° C �9�

pvw = 0.094Tvw
3 , N/m2 �10�

where all temperatures are in °C.

3.2 ACSC Performance Under Windy Conditions (Wind
at 45 Deg With Respect to x Direction). In this case most �wind
at 45 deg with respect to x direction� of the characteristics of the
flow field about and through the ACSC are similar to the previous
case �wind in the x direction�. The differences between this case
and the previous case are as follows:

1. In the previous case a low-pressure region existed at the
upstream leading edge. In this case the low-pressure region
exists on the two leading edges. This leads to a decrease in
volumetric effectiveness of fan �3,1�, fan �4,1�, and fan �1,3�.
The negative effect of the wind, in this case, on the volu-
metric effectiveness of the fans is different. Compare Figs.
14 and 17;

2. The swirling flow �vortex� is also present in this case, but it
increases in the downstream x-y direction, not in the down-
stream x direction as in the previous case;

3. As shown in Fig. 15, the volumetric effectiveness of the
ACSC decreases measurably with increasing wind speed;

4. The effectiveness of the ACSC decreases with increasing
wind speed as shown in Fig. 16. The dotted line shows the
effectiveness when only reduced fan air mass flow rates are
considered �ambient air temperature assumed at the inlet to
each fan; i.e., hot air recirculation is ignored�. Due to the

Fig. 10 Air inlet temperature of the fans in row 6, with the wind
in the x direction

Fig. 11 Effectiveness of ACSC „wind in the x direction…

Fig. 12 Ambient temperature and wind effect on saturation
temperature of the turbine exhaust steam

Fig. 13 Ambient temperature and wind effect on turbine back
pressure

Fig. 14 Volumetric effectiveness of fans „wind in the x-y
direction…
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relatively high wind wall the effect of plume air recircula-
tion is shown to have a small influence on the effectiveness;
and

5. The outlet steam temperature and corresponding back pres-
sure is found to change as a function of wind speed and
ambient air temperature as shown in Figs. 17 and 18. Ap-

proximate empirical fits to the data in Figs. 17 and 18 for
wind in the x-y direction are, respectively

Tvw = 0.0133�74.89 + 0.031vw
2.4��45.33 + Ta�, ° C

�11�

pvw = 0.094Tvw
3 , N/m2 �12�

where all temperatures are in °C.

4 Conclusion
The objective of this study was to numerically �CFD� determine

the performance trend and thermal-flow characteristics about and
through the ACSC shown in Fig. 1, under windy conditions.

The model analyzed in this study shows that wind does influ-
ence the performance of an ACSC significantly. The flow distor-
tions and corresponding low-pressure region at the upstream edge
fans contribute mainly to the net decrease in the ACSC perfor-
mance as the wind speed is increased, but the wind does have a
positive influence on certain fans. The volumetric effectiveness of
certain downstream fans is increased to above 100%. Due to the
relatively high wind wall, the effect of plume air recirculation is
shown to have a small influence on the effectiveness as shown in
Figs. 11 and 16.

5 Recommendations
The primary focus of this study was to determine performance

trends of an ACSC under windy conditions. The following recom-
mendations are made:

• The performance of other air-cooled condensers having
more or fewer fan units differently arranged and at various
heights above ground level with different windwall heights
should be determined; and

• The method used to analyze the ACSC flow pattern was
essentially a manual parallel solving method. To analyze the
flow more time efficiently and accurately, a more powerful
computer system should be used.

Nomenclature
A � area, m2

b � constant
cp � specific heat at constant pressure, J/kg K
e � effectiveness

exp � exponential function
H � height, m
m � mass flow rate, kg/s

Fig. 15 Volumetric effectiveness of ACSC „wind in the x-y
direction…

Fig. 16 Effectiveness of ACSC „wind in the x-y direction…

Fig. 17 Ambient temperature and wind effect on saturation
temperature of the turbine exhaust steam

Fig. 18 Ambient temperature and wind effect on turbine back
pressure
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p � pressure, N /m2

Q � heat transfer rate, W
T � temperature, °C or K
U � overall heat transfer coefficient, W /m2 K
V � volumetric flow rate, m3 /s
v � velocity, m/s
x � coordinate
y � coordinate
z � coordinate

Greek Symbols
� � differential
� � density, kg /m3

� � summation

Subscripts
a � air, or ambient
f � fan

H � height
i � numerical index, 1,2,3…
j � numerical index, 1,2,3…

id � ideal
ref � reference
sc � screen
v � vapor
w � water, or wind
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Estimating HP-IP Midspan
Packing Leakage in Combined
Cycles
When a turbine has combined high-pressure (HP) and intermediate-pressure (IP) sec-
tions, there is a steam flow path between the sections. In combined cycle steam turbines,
this internal leakage flow rate needs to be determined for the steam turbine performance
calculations. However, since the leakage is internal to the turbine, it cannot be measured
directly. One method, which has been employed in determining the midpacking leakage
flow rate, is the variation of initial and”or reheat temperature method. It involves using
the convergence of IP efficiency plots from multiple test runs to estimate the HP-IP
leakage flow rate. Although this method has been employed successfully in large steam
applications, it has generally not produced consistent results for combined cycle steam
turbines. The lack of convergence for combined cycles may be due to the fact that some
of the assumptions made in applying the method to large steam applications are not valid
for combined cycle applications. Some of the assumptions, which need to be reviewed and
modified for combined cycle application, are as follows: (a) constant IP efficiency for all
test runs, (b) constant throttle flow during all test runs, (c) constant section pressure
ratios for all test runs, and (d) no influence of external cooling or admission flows. This
paper reviews the modifications to the traditional initial and/or reheat temperature varia-
tion method to make the midpacking leakage calculations more consistent for combined
cycle applications. Some data have shown that incorporating these additional changes
improves the convergence of midpacking leakage determination.
�DOI: 10.1115/1.2772631�

Introduction
The method commonly used to determine high-pressure–

intermediate-pressure �HP-IP� midpacking leakage flow in
opposed-flow steam turbines is the variation of initial and/or re-
heat temperature method. This method, commonly referred to as
the temperature inference method, has been applied successfully
to steam turbines operating in a fossil type configuration.

In opposed-flow combined cycle configurations, there have
been limited successes in applying the temperature inference
method to determine HP-IP leakage flow rate. This may be partly
due to the manner in which the plant is controlled and the manner
in which the data are analyzed. For example, in a fossil plant
configuration, heat input to the boiler can be varied by manipulat-
ing the boiler controls whereas in a combined cycle plant configu-
ration, the heat input is primarily fixed by the gas turbine exhaust
with fewer controls available to obtain the desired steam tempera-
tures. This paper reviews some of the considerations and analysis
methods, which will quantify and improve the results of the tem-
perature inference test on combined cycle steam turbines.

The remainder of this paper will outline the �1� overview of
current methods for calculating the HP-IP leakage, �2� factors that
need to be considered when applying the inference test method to
a combined cycle application, �3� test and analysis methodology,
and �4� field data comparing the old and new methodologies.

1 Background and Related Work

Booth–Kautzmann Paper. In the paper “Estimating the Leak-
age From HP to IP Turbine Sections” presented by Booth and
Kautzmann �1�, there are two methods presented for determining

the HP-IP leakage in opposed-flow steam turbine configurations.
These are the “blowdown” and the “variation of inlet and/or re-
heat temperature” methods.

The first method described in this paper is the blowdown
method for determining the HP-IP leakage. In large fossil reheat
turbines, there is generally a valve and piping system to remove
steam from the HP-IP packing during a unit trip or shutdown. The
blowdown system can be used to quantify HP-IP leakage by run-
ning a test where the HP-IP leakage flow is diverted through the
blowdown piping to the condenser. The HP-IP leakage can then be
obtained from direct measurement of this blowdown flow or in-
ferred from comparison of the IP efficiency with and without the
HP-IP packing flow diverted to the condenser.

The second method involves the variation of initial and/or re-
heat steam temperature to determine the HP-IP steam leakage.
This method is commonly known as the inference method. Steam
leakage from the HP to IP section causes an erroneous calculation
of IP efficiency �hot reheat conditions to IP exhaust conditions� if
the leakage flow is not taken into account. The magnitude of this
error is proportional to the difference in enthalpy between the
leakage and hot reheat steam, and the relative proportion of the
mass flow of the leakage and the mass flow of the hot reheat
steam. This method requires a minimum of two test runs at vary-
ing reheat and initial steam temperatures. For each test run, a plot
of calculated IP efficiency versus assumed leakage flow rate is
plotted. The lines of the test runs will intersect at the point of the
actual leakage flow rate. The leakage flow rate is generally ex-
pressed as a percentage of reheat bowl flow. Often a third test run
will be conducted to increase the confidence of the tests. It is
important to note that whereas the blowdown method captures
only leakage through the HP-IP packing, the inference method
captures total leakage into the IP bowl �i.e., packing leakage, hori-
zontal joint leakage, etc.�.
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2 Application to Combined Cycle Steam Turbines
In the performance analysis of a steam turbine operating in a

combined cycle steam configuration, the internal leakage flow
from the HP to the IP turbine shell is needed in order to quantify
the impact of a change in reheater duty from the design reference
basis. In combined cycle steam turbines, there are generally no
provisions for using the blowdown test to determine the HP-IP
leakage. Therefore, the inference method is most commonly used
to determine the HP-IP leakage flow rate. In applying this method
to combined cycle steam turbines, a number of the traditional
assumptions may need to be modified. Table 1 gives a comparison
of the current assumptions made for the inference test and the
modifications necessary for combined cycle application.

High-Pressure–Intermediate-Pressure Leakage Flow as a Con-
stant Percentage of Reheat Bowl Flow. In the traditional fossil
application, the assumption is made that the HP-IP leakage flow is
a constant function of the reheat bowl flow. In a combined cycle
application, factors such as cold reheat admission flow and chang-
ing section pressure ratios can affect the relationship of the HP-IP
leakage flow to reheat bowl flow for each test run. Therefore, the
HP-IP leakage flow used in the calculations is determined from
the design labyrinth packing geometry and actual steam condi-
tions. The flow is calculated using Martin’s formula1 in Eq. �1�. In
cases where adequate instrument provisions are not available
�e.g., first stage pressure�, design relationships may be used to
estimate the values of various parameters.

QL = 25KA� 1 − �P2/P1�2

N − logc�P2/P1�
�P1

v1
�1�

where QL is the leakage flow �lbm/h�, A the area ���D�C�
�in.2�, C the clearance �in.�, v1 the upstream specific volume
�ft3 / lbm�, N the number of throttlings through the packing, K the
packing flow coefficient, D the shaft diameter �in.�, P1 the up-
stream �first stage shell� pressure �psi �absolute��, and P2 the
downstream �IP bowl� pressure �psi �absolute��.

Constant Intermediate-Pressure Efficiency During All Test
Runs. The basis of the traditional inference test is that the true IP
efficiency in all the test runs is constant. For the combined cycle
steam turbine, however, changing pressure ratios due to changing
admission and spray flows may result in slight changes in true IP
efficiency between the multiple test runs. These changes in IP
efficiency can be estimated accurately from the change in the
group velocity ratio of the IP stages. If the design relationship
between IP efficiency and group velocity ratio is known, a correc-
tion to the test data can be made based on the measured group
velocity ratio during each test run. Equation �2�2 shows the pa-
rameters that influence the group velocity ratio, and Fig. 1 shows
a typical normalized plot of IP efficiency against group velocity
ratio.

W

V0
= fn�AE,RPM,PD� �2�

where W /V0 is the group velocity ratio, RPM the turbine speed,
PD the bucket pitch diameter, and AE the section available isen-
tropic energy.

Impact of External Cooling Flows. On some opposed-flow con-
figurations, there is an external cooling flow from an intermediate
stage in the HP to cool the first reheat stage wheel. This cooling
flow impacts the calculation of the IP bowl enthalpy used to de-
termine true IP efficiency. If there are no provisions for measuring
the cooling flow, design relationships may be used to determine
the cooling flow rate and enthalpy. Note that this cooling flow
may not be shown on design heat balance diagrams.

Achievable Temperature Differences (Splits) Between Initial
and Reheat Steam. Due to the construction manner and opera-
tional steam conditions, there are generally turbine engineering
limitations placed on the allowable differences between the reheat
and HP steam temperatures over the load range. In some turbines,
the allowable temperature split with the reheat temperature lower
than the inlet steam temperature is often greater than that allowed
where the inlet steam temperature is lower than the reheat tem-
perature.

3 Test and Analysis Methodology

Test Measurements. The following measurements need to be
taken during the test program:

• throttle pressure
• throttle temperature
• HP bowl pressure
• cold reheat pressure
• cold reheat temperature

1Published by Cotton �2� in “Evaluating and Improving Steam Turbine
Performance.”

2Source: GE Technical Information Series �3�.

Table 1 HP-IP leakage test assumptions and consideration

Traditional assumption Combined cycle assumption/consideration

HP-IP leakage flow is a constant percentage
of reheat bowl flow

HP-IP leakage flow calculated for each test run is based on
design packing geometry and actual steam conditions

IP efficiency is constant during all test runs IP efficiency may change between test runs due to changes
in pressure ratio and group velocity ratio

Negligible impact of external IP first stage
wheel cooling flows on the leakage result

The impact of external cooling flows on IP efficiency
needs to be accounted for in the calculations

Large differences in temperature between
the initial and reheat steam of up to 50°F
are achievable

Turbine hardware and operational constraints limit the
maximum achievable temperature differences

Fig. 1 Normalized IP efficiency versus normalized group ve-
locity ratio
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• HP end packing leak-off flow
• hot reheat pressure
• hot reheat temperature
• IP bowl pressure
• IP cooling flow �or valve position�
• IP exhaust/crossover pressure
• IP exhaust/crossover temperature
• turbine control valve position

An illustration of the test measurements is given in Fig. 2.

Test Conditions. The following conditions are recommended
for conducting the inference test:

• Thermally stable test conditions �Reference Table 3.1 of
ASME PTC 6-1996� �4�.

• Plant at approximately 75% load. At this lower load and
steam flow, the ability of a fixed amount of attemperation
spray flow to reduce the steam temperature will be in-
creased.

• Isolation of the low-pressure admission steam flow to the IP
exhaust. Drains downstream of the low-pressure �LP� ad-
mission control valve should also be manually isolated for
the duration of the test.

• Measurement or quantification of external cooling flows and
pertinent reentering packing flows.

• Test run 1. Inlet steam temperature higher than reheat tem-
perature by up to 50°F.3

• Test run 2. Reheat steam temperature higher than inlet steam
temperature by up to 25°F.

• Test run 3. Inlet and reheat steam temperatures set to sets
have the IP efficiency plot bisect those of Test runs 1 and 2.

Testing Methodology. The inference test generally consists of
three individual test runs. To minimize the impact of external
factors on the IP efficiency, it is recommended that all three tests
be conducted consecutively or at least on the same day. The test-
ing order should be selected to obtain the best possible intersec-
tion of all three IP efficiency plots. Therefore, it is recommended
that the two tests with extreme �i.e., low� inlet and reheat tempera-
tures be conducted first. The overall solution of HP-IP leakage is
the intersection of the IP efficiency plots of the first two test runs
with the third test run providing a measure of repeatability and
acceptability of the test results. Without the third test run, there is
no measure of repeatability of the test results since the solution
will be only based on one intersection point between two lines.
The ideal temperature split �inlet and reheat steam� for the third
test is dependent on the temperature splits achieved for the two

previous test runs. Since the two previous test runs will have IP
efficiency lines with the most divergent slopes, the temperature
split for the third test run should be selected to allow the IP effi-
ciency plot to bisect those of the two previous test runs. If the IP
efficiency plot from the third test run does not approximately bi-
sect the previous two test runs, then that test run will be biased
closer to either one of the two previous test runs and the resulting
solution from the intersecting points will be less meaningful. The
optimum temperature split for the third test run is given in Eq. �3�.

S3 =
1

2
�S1 + S2� �3�

where S1 is the inlet steam minus reheat steam temperature �Test
1�, S2 the inlet steam minus reheat steam temperature �Test 2�, and
S3 is the inlet steam minus reheat steam temperature �Test 3�.

Calculation Methodology. After a suitable time period has
been established for averaging the test data, a straight-line plot of
IP efficiency against the assumed leakage flow basis will be de-
veloped for each test run. This plot is made by assuming two
leakage flow values �as a function of the design flow basis� and
drawing a straight line between them. For example, for first point
on the plot, the HP-IP leakage is assumed to be equal to the design
flow basis �i.e., one times the design�, while for the second point
the leakage is assumed to be twice the design flow basis �i.e., two
times the design�. It is important to note that since the leakage
value is calculated based on the design packing geometry, the
leakage value from each test run will be slightly different due to
the differences in steam conditions �temperature, pressure ratio,
etc.�. For example, the leakage flow �lb/h� calculated for an esti-

3Maximum temperature spreads are subject to the turbine manufacturer’s
specifications.

Fig. 3 HP-IP leakage using traditional fossil analysis method

Fig. 4 HP-IP leakage test using combined analysis method

Fig. 2 Typical instrumentation diagram of a combined cycle
steam turbine
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mated leakage of two times of the design flow basis for Test 1 will
be slightly different from that of Test 2 due to the differences in
steam conditions. This is in contrast to the traditional calculation
method where the leakage flow is assumed to be constant for each
test run. For each leakage flow basis, the actual flow is calculated
using Eq. �1�.

The following assumptions are made for each test run.

• The origin of the HP-IP leakage is from the shell of the first
HP stage.

• The mixed IP bowl enthalpy consists of the HP-IP leakage
and joint leakage, external cooling flow, and hot reheat flow.

• As-tested or design bowl flow capacities are used in calcu-
lating the HP and IP steam flows.

In calculating the mixed IP bowl enthalpy, it may be necessary
to iterate on the HP-IP leakage enthalpy if an IP bowl flow capac-
ity is used for the reheat bowl flow determination.

The intersection point of all the IP efficiency plots indicates the
HP-IP leakage value as a fraction of the design flow basis. For the
case where three or more test runs do not readily converge at one
point, the HP-IP leakage is taken as the intersection of the two
extreme test runs �Test runs 1 and 2 discussed previously�. The
intersection of these two lines is the most probable HP-IP leakage
value. The third line �Test run 3� is used as an indication of the
quality and repeatability of the test.

4 Field Data
HP-IP inference test data were analyzed for four GE-D11 steam

turbines using both the tradition fossil analysis method and the
combined cycle analysis method. Figures 3 and 4 illustrate the
HP-IP leakage plots from Turbine 1. Table 2 provides compari-
sons of the HP-IP leakage results from all four turbines. In the
table, “Mean” refers to the overall HP-IP leakage value and
“Spread” refers to the difference between the two extreme inter-
section points on the IP efficiency plot. For the cases reviewed in
Table 2, application of the combined cycle analysis method gen-

erally yields an improvement �reduction� in the spread �scatter� of
the HP-IP leakage result. Application of the combined cycle
analysis method also yields a more accurate HP-IP leakage flow
value due to the accounting of the various flow interactions taking
place.

Conclusion
The use of the methods outlined in this paper should enhance

the conduct of the temperature inference test on combined cycle
steam turbines because it takes into account combined cycle spe-
cific variables to improve the accuracy of the test.

Nomenclature
HP � high-pressure turbine section
IP � intermediate-pressure turbine section
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Table 2 Comparison of HP-IP leakage values and spreads

Turbine
No.

Traditional
method

Combined cycle
method

% change
in spreadMean Spread Mean Spread

1 2.86 4.4 1.4 0.11 −98%
2 1.52 0.8 1.02 0.6 −25%
3 1.59 0.37 1.37 0.15 −59%
4 1.84 1.32 1.16 0.76 −42%
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The thermodynamic performance of the combustion gas turbine
trigeneration system has been studied based on first law as well as
second law analysis. The effects of overall pressure ratio and
process heat pressure on fuel utilization efficiency, electrical to
thermal energy ratio, second law efficiency, and exergy destruc-
tion in each component are examined. Results for gas turbine
cycle, cogeneration cycle, and trigeneration cycle are compared.
Thermodynamic analysis indicates that maximum exergy is de-
stroyed during the combustion and steam generation process,
which represents over 80% of the total exergy destruction in the
overall system. The first law efficiency, electrical to thermal en-
ergy ratio, and second law efficiency of trigeneration system, co-
generation system, and gas turbine cycle significantly varies with
the change in overall pressure ratio but the change in process
heat pressure shows small variations in these parameters. Results
clearly show that performance evaluation of the trigeneration sys-
tem based on first law analysis alone is not adequate and hence
more meaningful evaluation must include second law analysis.
�DOI: 10.1115/1.2771565�

Keywords: first-law, second-law, exergy destruction, gas turbine
cycle, trigeneration cycle, heat recovery steam generator, cogen-
eration cycle

Introduction
Trigeneration is an engineering concept involving the produc-

tion of electricity, heat, and cold in one operation, thereby utiliz-
ing fuel more effectively than if the desired products were pro-
duced separately. Recent interest in the topic has been primarily
aimed at a variety of heat recovery applications. Maidment and
Tozer �1� have reviewed a number of trigeneration plants operat-
ing in supermarkets. The authors analyzed different schemes of
trigeneration plant. Bassols et al. �2� have presented different ex-
amples of trigeneration plants in the food industry. Havelsky �3�
has analyzed the problem of energetic efficiency evaluation of
trigeneration systems. Minciuc et al. �4� presented a method for
analyzing trigeneration systems, and established the limits for the
best energetic performance of gas turbine trigeneration with an
absorption chilling machine from a first law of thermodynamics

point of view. The first law of thermodynamics gives a good an-
swer to the expected performance of a cycle and it can certainly
lead to an assessment of the overall efficiency of the plant; how-
ever, this is concerned only with the conversion of energy, and
therefore it cannot show how or where irreversibilities in a system
or process occur. Thus while producing the final design result, first
law analysis is incapable on its own of locating sources of losses
�5,6�. Second law analysis gives much more meaningful evalua-
tion by indicating the association of irreversibilities or exergy de-
struction with combustion and heat transfer processes and allows
thermodynamic evaluation of energy conservation options in
power and refrigeration cycles, and thereby provides an indicator
that points in the direction in which engineers should concentrate
their efforts to improve the performance of thermal power and
refrigeration systems �7–9�.

An inspection of the literature on trigeneration, however, re-
veals a need for further studies on trigeneration using the second
law of thermodynamics. The present study deals with the com-
bined application of first and second law analysis for the perfor-
mance evaluation of the trigeneration system. The exergy balances
for cycles and its components are presented and are compared to
energy balances. The effects of compressor pressure ratio and pro-
cess heat pressure have been observed on the thermodynamic pa-
rameters of the cycle, viz first-law efficiency, second-law effi-
ciency, electrical to thermal energy ratio, and the magnitude of
exergy losses in each components of the cycle.

Description of System
Figure 1 shows a schematic diagram of the trigeneration sys-

tem. Ambient air is compressed from State 1 to State 2 and is then
supplied to the combustion chamber �CC� where fuel is burned,
producing hot gas at 3. The hot gas is then expanded to 4 in
turbine �T� to a lower pressure and temperature. This expanded
gas is utilized in the HRSG to generate process heat �QP�. The
stack gas coming out of HRSG �at 5� is sent to the generator of the
vapor absorption system. The refrigerant �H2O� separated from
LiBr /H2O in the generator by means of the heat given by the
stack gas.

Thermodynamic Analysis
For a thermodynamic analysis it is necessary to define some

performance parameters which will be useful for analyzing a tri-
generation plant. The most relevant parameters that can character-
ize an energy generating facility are the fuel-utilization efficiency,
the electrical to thermal energy ratio, and the exergetic efficiency.
Their expressions may be listed as follows

�I =
�Ẇel + Q̇P + Q̇E�

Q̇f

�1�

RET = Ẇel/�Q̇P + Q̇E�

=

ṁaCP��1 + A�Tmax�T�T −
T1�C

�C
��g

ṁaCP�1 + A��Tmax − �T�TTmax − T5� + ṁr�h9 − h8�
�2�

�II =
Ẇel + ĖP + ĖE

Ėf

�3�

Exergy Destruction Model
If the system operates in a steady state, steady flow condition,

and all the nonreacting gases are arbitrarily assigned as zero ther-
momechanical enthalpy, entropy and exergy at the condition of
ambient pressure and temperature regardless of their chemical
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composition, then the entropy of mixing different gaseous com-
ponents can be neglected, and the general exergy-balance equation
is given by Bejan �8�

ĖW = �
i=1

n

�ĖQ�i + �
in

ṁe − �
out

ṁe − ĖD �4�

Applying the model for exergy destruction after using Eq. �4�, the
exergy destruction in each component of trigeneration may be
obtained after using the following equations

ĖD,C = ẆC + ṁa�e2 − e1� �5�

ED,CC = AefCC
+ ṁa�e2 − e3� �6�

ĖD,T = ṁ4�e3 − e4� − ẆT �7�

ĖD,HRSG = ṁ4�e4 − e5� − ṁw�e16 − e17� �8�

ĖD,G = ṁr�f�12 − �f − 1��13 − �6� + ṁa�1 + A��e5 − e5�� �9�

ĖD,Con = ṁC��a − �b� + ṁr��6 − �7� �10�

ĖD,EV = ṁr��7 − �8� �11�

ĖD,E = ṁr��8 − �9� + ṁE��c − �d� �12�

ĖD,A = ṁA��e − � f� + ṁr��9 + �f − 1��15 − f�10� �13�

ĖD,HE = ṁr�f − 1���13 − �14� + ṁr��11 − �12� �14�

ĖD,TV = ṁr�f − 1���14 − �15� �15�

Results and Discussion
In this paper, the effects of pressure ratio across the compressor

��C� and process heat pressure �pp�, on the first law efficiency and
electrical to thermal energy ratio �RET� is obtained by the energy
balance approach or the first law analysis of the cycle. However,
the second law efficiency of the trigeneration cycle has also been
investigated under the exergy balance approach or the second law
analysis of the cycle.

Figure 2 shows the variation of first law efficiency ��I�, second
law efficiency ��II�, and electrical to thermal energy ratio �RET�
for cogeneration and trigeneration cycle with a change in com-
pressor pressure ratio ��C� for a fixed values of �TIT=1500 K,
pP=5 bar, �p / p=4%, and TE=5°C�. As the pressure ratio in-
creases the air temperature at the inlet of combustion chamber
increases, which results in decreasing the heat added to the cycle.
Hence, as �C increases, the first law efficiency of the gas turbine
cycle increases. Figure 2 also shows the variation of second law
efficiency which is a more accurate measure of thermodynamic
performance, and it is observed that the second law efficiency is
slightly lower than the first law efficiency of the gas turbine cycle.
The first law efficiency of cogeneration cycle ��I,cog� is higher
than the first law efficiency of the gas turbine cycle ��I,GT� be-
cause the gas turbine exhaust is utilized to produce the process
heat. The second law efficiency for the cogeneration cycle ��II,cog�
is higher than the second law efficiency for the gas turbine cycle
��II,GT�. The first law efficiency of the trigeneration cycle ��I,tri� is
higher than the first law efficiency of the cogeneration cycle and
the first law efficiency of the cogeneration cycle is higher than the
first law efficiency of the gas turbine cycle ��I,GT�. The second
law efficiency for the trigeneration cycle ��II,tri� is slightly higher
than the second law efficiency for the cogeneration cycle ��II,cog�.
The electrical to thermal energy ratio �RET� for the cogeneration

Table 1 Effect of variation of pressure ratio on exergy destruction in different components of the cycle for TIT=1500 K, �p /p
=4%, pP=5 bar, TE=5°C, patm=1 bar, and Tatm=298 K.

�C

ED,C
�kW�

ED,CC
�kW�

ED,T
�kW�

ED,HRSG
�kW�

ED,G
�kW�

ED,Con
�kW�

ED,EV
�kW�

ED,E
�kW�

ED,A
�kW�

ED,HE
�kW�

4 505.83 11679.23 403.92 5624.81 271.76 38.97 3.3 54.7 62.6 15.8
8 686.14 9540.50 676.58 3549.75 271.76 38.97 3.3 54.7 62.6 15.8
12 774.92 8299.00 858.00 2623.90 271.76 38.97 3.3 54.7 62.6 15.8
16 831.60 7415.26 997.83 2077.80 271.76 38.97 3.3 54.7 62.6 15.8
20 872.18 6737.90 1111.16 1711.60 271.76 38.97 3.3 54.7 62.6 15.8
24 903.60 6175.30 1208.30 1446.45 271.76 38.97 3.3 54.7 62.6 15.8

Fig. 1 Schematic diagram of the gas turbine trigeneration sys-
tem for combined heat cold and power production

Fig. 2 Effect of variation of pressure ratio on first law effi-
ciency, second law efficiency, and electrical to thermal energy
ratio
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and trigeneration cycles increases as the net work output in-
creases, process heat decreases, and the cooling load remains the
same with increase in pressure ratio.

Table 1 shows the variation of magnitude of exergy destruction
in each component of the system with the change in pressure ratio
��C� for fixed values of ��p / p=4%, TIT=1500 K, pP=5 bar,
TE=5°C�. It is found that the exergy destruction in the combus-
tion process dominates. It represents over 60% of the total exergy
destruction in the overall system. As the pressure ratio increases
the exergy destruction in the combustion chamber decreases sig-
nificantly. It is further shown that as the pressure ratio increases
the exergy destruction in HRSG decreases. This is because the
higher pressure ratio results in higher exergy of combustion prod-
ucts and lower turbine exhaust exergy, which leads to the higher
turbine output. Therefore the exergy destruction decreases with
the increase in pressure ratio.

The effect of process heat pressure �pP� for fixed values of
��C=16, �p / p=4%, TIT=1500 K, TE=5°C� on the first law ef-
ficiency, electrical to thermal energy ratio, and second law effi-
ciency of cogeneration and trigeneration system is shown in Fig.
3. It is found that the first law efficiency of cogeneration decreases
with an increase in the pressure of process heat. The first law
efficiency of the trigeneration cycle also decreases with the in-
crease in process heat pressure. Figure 3 also shows the variation
of second law efficiency of the system with the increase in process
heat pressure. It is found that in cogeneration, the second law
efficiency increases with the increase in pressure of process heat if
turbine exhaust temperature is relatively high. For trigeneration,
the second law efficiency also increases with the increase in pro-
cess heat pressure, the same as in cogeneration, but the magnitude
of second law efficiency for trigeneration is slightly higher than
cogeneration because the exergy associated with cold at evapora-
tor temperature is very small as compared to the exergy associated
with power output and process heat. Figure 3 further shows that

the electrical to thermal energy ratio for cogeneration and trigen-
eration is almost constant with the increase in process heat pres-
sure.

The effect of process heat pressure on exergy destruction in
each component of the system is shown in Table 2. It has been
observed that the exergy destruction in all components of gas
turbine and cogeneration cycle is more or less independent of the
process heat pressure but the increase in process heat pressure
causes significant decrease in the exergy destruction in HRSG.
The exergy destruction in each component of the refrigeration
cycle increases with the increase in process heat pressure. This is
expected because higher pressure for process heat results in higher
flue gas temperature. Consequently, more heat will be added to the
generator and hence mass flow rate of refrigerant increase, and
that would result in higher exergy destruction in each component
of the vapor absorption system.

Conclusions
This paper has presented a methodology for analyzing the tri-

generation system, for combined production of heat, cold, and
power. Combined first and second law analysis of the given sys-
tem leads to the following conclusions.

Maximum exergy is destroyed during the combustion and
steam generation process; it represents over 80% of the total ex-
ergy destruction in the overall system. The exergy destruction in
the combustion chamber and heat recovery steam generator de-
creases significantly with the increase in pressure ratio. The ex-
ergy destruction in HRSG decreases, and in the components of
vapor absorption refrigeration increases significantly with the in-
crease in process heat pressure but the exergy destruction in the
compressor, combustion chamber, and turbine seem to be constant
for all process heat pressures. The first law efficiency of cogen-
eration and trigeneration decreases with the increase in pressure
ratio but the second law efficiency and electrical to thermal energy
ratio for these systems increases with the same. The first law
efficiency of cogeneration and trigeneration decreases slightly
with the increase in process heat pressure but the second law
efficiency and electrical to thermal energy ratio increases with the
same.

Nomenclature
A � fuel to air ratio
f � solution circulation ratio

� � specific exergy �kJ/kg �refrigerant��; �C

=�C
� −1; �T=1−1 /�T

�

� � maximum to minimum temperature ratio
�g � electrical conversion efficiency �%�

Subscripts
P � process
r � refrigerant
f � fuel

1 ,2 ,3 , . . . ,a ,b , . . .� state points in Fig. 1
HRSG � heat recovery steam generator

Fig. 3 Effect of variation of process heat pressure on first law
efficiency, second law efficiency, and electrical to thermal en-
ergy ratio

Table 2 Effect of variation of process heat pressure on exergy destruction in different components of the cycle for �C=16, TIT
=1500 K, �p /p=4%, TE=5°C, patm=1 bar, Tatm=298 K.

pP
�bar�

ED,C
�kW�

ED,CC
�kW�

ED,T
�kW�

ED,HRSG
�kW�

ED,G
�kW�

ED,Con
�kW�

ED,EV
�kW�

ED,E
�kW�

ED,A
�kW�

ED,HE
�kW�

5 831.6 7415.26 997.83 2077.80 271.76 38.97 3.3 54.7 62.6 15.8
10 831.6 7415.26 997.83 1629.55 430.43 60.06 5.1 84.0 96.1 24.3
15 831.6 7415.26 997.83 1383.26 469.63 73.58 6.2 103.3 118.2 29.8
20 831.6 7415.26 997.83 1229.08 685.50 84.18 7.1 118.2 135.2 34.1
25 831.6 7415.26 997.83 1093.10 782.74 92.68 7.8 130.1 148.8 37.6
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Wireless microwave telemetry addresses the difficult issue of ob-
taining transducer outputs from reciprocating and rotating com-
ponents through the use of advanced electronic components. This
eliminates the requirements of a direct link between the trans-
ducer and the acquisition system. Accuracy of the transducer sig-
nal is maintained through the use of a double frequency modula-
tion technique which provides temperature stability and a 20 point
calibration of the complete system. Multiple transmitters can be
used for larger applications and multiple antennas can be used to
improve the signal strength and reduce the possibility of dropouts.
Examples of automotive torque converter and piston temperature
measurements are provided, showing the effectiveness of the wire-
less measuring technique. �DOI: 10.1115/1.2771562�

Keywords: telemetry, torque converter, piston temperature, data
acquisition

Introduction
There is an increasing and inherent need to fully understand and

measure mechanical systems as federal regulations tighten and
consumer demands increase. This understanding begins with suc-
cessful and efficient acquisition of data from devices such as au-
tomotive torque converters and internal combustion engines. The
challenge lies in transferring the output from strategically placed
transducers, such as pressure, strain, and/or temperature sensors,
to suitable data acquisition systems. Continuous wires are not
practical due to transducer locations deep within an engine or

torque converter. Desired installations include internal combustion
engine pistons, engine crankshafts, and automotive torque con-
verters, as shown in Fig. 1 �1�.

Two specific wireless microwave telemetry installations with
corresponding data are presented, showing the wide range of ap-
plicability of the technique as well as the dynamic range and
accuracy with which the original signal is reproduced.

Background
There have been several attempts at designing systems to

record transducer outputs that are located in hard to reach areas
�2–4�. Each has their advantages and disadvantages, as will be
discussed in the following subsections.

Contact point or fusible plugs have been used in various forms
for several years. Inserting a known material in a particular mea-
surement location and subjecting the component to various tem-
peratures, changes the hardness of the plug material, based on
maximum temperature reached. While effective at capturing peak
temperatures and being relatively inexpensive, dynamic phenom-
ena are not able to be captured and nondestructive testing is im-
possible.

L-link systems �5� provide a continuous, solid connection to the
transducer for reciprocating components, such as internal combus-
tion engine pistons, connecting rods, and crankshafts. A schematic
of a typical L-link system is shown in Fig. 2.

Modification of the existing hardware, i.e., engine, is extensive
to accommodate the L-link mechanism, thus adding significant
cost combined with increased imbalance in the system. Addition-
ally, the transducer wires are continually flexed during operation
and are susceptible to fatigue failure.

Both reciprocating and rotating components can utilize the slip
ring configuration, which eliminates the continual flexing of trans-
ducer wires. Two similar material disks, one fixed and one rotat-
ing, are used to transfer the data from the transducer to the acqui-
sition system. Continuous transducer data can be recorded with
the slip ring configuration; however, contact noise can degrade the
signal significantly and both size and cost can be an issue. Typi-
cally, the solution to noise reduction is expensive contact plates,
which wear rather quickly.

Electromagnetic induction systems �6� transmit transducer out-
put at a specified location in the cycle. Reciprocating components
can benefit from inductive telemetry systems and are often in-
stalled to transmit piston temperatures at the bottom dead center
location of the piston. While the system is relatively inexpensive
and simple, only temperature measurements at bottom dead center
are available. No information about component temperature near
top dead center �i.e., the combustion event� is available.

Wireless telemetry addresses the shortfalls of the previous sys-
tems by providing the capability to measure transducer output
continuously and eliminate any wire flexing. The telemetry trans-
mitter is often located close to the transducer, so some additional
weight is added to the dynamic system. However, this usually
accounts for less than 10% of the total weight of the original
system. Additionally, because there is no sliding or slipping con-
nection, an additional noise source is eliminated.

This paper covers the study of wireless, microwave telemetry
data acquisition, identification of its many advantages over exist-
ing measurement techniques, addresses its’ few shortcomings, and
presents current automotive torque converter and piston tempera-
ture data.

System Operation
The wireless telemetry system consists of four main compo-

nents; the transmitter, the power supply, the antenna, and the re-
ceiver, as shown in Fig. 3 for a typical internal combustion engine
piston installation.

The wireless telemetry component specifications are shown in
Table 1. The 16 channels of input are typical and can be varied to
accommodate the particular test being performed. Also note the
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high level of internal loading able to be sustained by the electron-
ics, thus making the system suitable for piston-type applications.

The transmitter is located in close proximity to the transducer
and is responsible for acquiring the signals, multiplexing multiple
transducer inputs, converting the low voltage input to a high-
frequency signal, and for transmitting the signal to the antenna.
Typical transmitter inputs are pressure, strain, and temperature
transducers. Two frequency modulations �FMs� are utilized to pro-
duce a stable signal over a wide range of operating temperatures.
A 16 channel sequential multiplexer exists inside the transmitter
housing and controls which transducers signal is converted and
transmitted to the antenna. The multiplexer can be designed to
read the transducer input for as short a time as 20 ms or as long as
2 s.

The millivolt, emf output from the multiplexer is converted to a
frequency-modulated, 10–50 kHz square wave in the first voltage

to frequency conversion �V /F�. Higher input voltage from the
transducer is associated with higher frequencies in the square
wave. This step produces a signal that contains the original trans-
ducer output, yet does not vary with changes in operating tem-
perature, otherwise known as drift. The square wave is used to
modulate a voltage-controlled oscillator �VCO� operating at a
nominal frequency of 2.5 GHz. The output from the VCO, for
example, could range from 2.49 GHz to 2.51 GHz. This fre-
quency varying signal is transmitted to the environment and
picked up by either single or multiple antennas. A schematic rep-
resentation of the transducer output conversion process inside the
transmitter is shown in the upper section of Fig. 4.

The high-frequency signal from the transmitter is received by
the antenna which can be installed up to 20 m from the transmitter
output; however typical distances are less than 30 cm. The an-
tenna signal is amplified and passes directly to the microwave
receiver. The receiver is a superheterodyne unit that first down-
converts the signal from 2.5 GHz to approximately 30 MHz. A
frequency tuning knob is provided to match the incoming signal
with the receiver specifications. Demodulation takes place to re-
move the 30 MHz signal and reproduce the square wave. A sec-
ond demodulation reproduces the original transducer output, from
the square wave, also known as the F /V section. Finally, the con-
verted signal is output to a high-speed data acquisition system for
analysis and post-processing. The lower half of Fig. 4 shows the
schematic version of the two conversion steps within the receiver.

During the frequency to voltage conversion, it is possible for
some of the square wave to bleed through and show up on the
final voltage output of the receiver. Typically, this results in a
10–50 kHz ripple, superimposed on the reproduced transducer
output. For this reason, a 2000 Hz, fifth-order, low-pass, Bessel
filter is applied to the output of the F /V section, before high-speed
acquisition. This also serves as an anti-aliasing filter. The effect of
the low-pass filtering will be shown in the “Calibration” section.

There are two systems used to power the transmitter and mul-
tiplexer: batteries and inductive coils. Batteries are simple, easy to
install, and provide 10–20 h of service when used with a thermal
switch inside the transmitter. The g loading on batteries is limited
to approximately 3000 rpm in engine applications, above which
internal shorting of the battery is likely to occur. Inductive coils
are not limited to g loading, but do require additional modifica-
tions to the original system. The inductive power unit is similar to
an air-gap transformer with a stationary, externally powered coil
and a moving coil. During some part of the cyclic operation, the
coils couple and transmit power to the transmitter pack. Properly
sized capacitors store the necessary power to operate the transmit-
ter until the coils couple on the next cycle. Note that the transmit-
ter and battery components are incorporated as a system to reduce
the amount of imbalance to the original hardware.

Table 1 Wireless telemetry specifications

Number of data channels
per transmitter

16

Maximum bandwidth 10,000 Hz
Maximum operating
temperature for electronics
and batteries

150°C

Maximum internal loading 3,000 g reciprocating
50,000 g continuous

Transmitter weight 30–50 g
Multiplexing time 20–2000 ms
Acceptable inputs Pressure, thermistors,

strain, thermocouples,
accelerometers, proximity

Battery weight 40 g

Fig. 1 Wireless telemetry installations

Fig. 2 Typical L-link system schematic

Fig. 3 Telemetry component schematic
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Calibration
The calibration of the wireless telemetry consists of two sepa-

rate operations. The first is a determination of the gain and phase
of the overall system and the second is a 20 point temperature
calibration and ice point verification.

Gain and Phase Determination. The gain and phase charac-
teristics of the wireless telemetry system were obtained through
the determination of the frequency response function. A
5–5000 Hz, millivolt burst-chirp signal was used to simulate a
thermocouple output, over a wide range of dynamic temperature
measurements. The signal was input to the telemetry system, in
place of a thermocouple emf, and also input to a high-speed data
acquisition system. The output of the telemetry receiver was input
to a second channel of the data acquisition system, which allowed
determination of the gain and phase characteristic. Connection
details are shown in Fig. 5.

As shown in the upper part of Fig. 6, the cutoff frequency,

based on 3 dB attenuation, was determined to be 2030.5 Hz. The
phase remained linear up to 3500 Hz, as shown in the lower part
of Fig. 6.

This is consistent with the fifth-order Bessel filter applied to the
output of the last conversion step within the receiver. A 2000 Hz
low-pass filter is used to eliminate the 10–50 kHz ripple associ-
ated with the frequency to voltage conversion. These results show

Fig. 4 Signal evolution, from transducer to output of receiver

Fig. 5 Electrical connections for determining gain and phase
characteristics Fig. 6 Telemetry gain and phase characteristics
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that the data being transmitted by the wireless telemetry system
have not been significantly altered between the frequencies of
0 Hz and approximately 2000 Hz.

During the acquisition of data to determine the gain and phase
characteristics, a 120 V ac, 60 Hz power cord was in close prox-
imity to the antenna of the telemetry system. A coherence function
calculation identified that the telemetry system recorded the
60 cycle noise and multiples up to 300 Hz, as shown in Fig. 7.
Therefore, during an actual test, low-frequency �0–2000 Hz�
noise sources should be kept away from the antenna area to avoid
introducing noise into the transmitted signal. Also note that most
engine noise sources, such as alternators, spark plugs, and coil
drivers are well shielded from the transmitter pack due to the pack
mounting location. Crankcase and torque converters are seldom
large sources of noise and actually act as a shielded environment
for the transmitter electronics and antennas.

20 Point Temperature Calibration. The wireless temperature
transmitter is placed in Furnace No. 1 with one of its thermo-
couple inputs leading to an isothermal block in Furnace No. 2, as
shown in Fig. 8. The transmitter temperature is monitored by cali-
brated thermocouple Meter A. During the first calibration test, the
wireless transmitter is held at room temperature �20°C� while
Furnace No. 2 is increased from room temperature to 350°C. The
actual temperature of the transmitter input thermocouple is moni-
tored with another thermocouple connected to calibrated thermo-
couple Meter B.

The transmitter output is recorded simultaneously with a tem-
perature reading from calibrated thermocouple Meter B at ap-
proximately 20°C increments. The transmitter output versus tem-
perature is plotted and a regression analysis technique is used to

curve fit the data sets. The temperature of Furnace No. 1 �trans-
mitter� is then increased to 135°C and Furnace No. 2 is operated
from room temperature to 350°C, in 20°C increments. The el-
evated temperature environment data are compared to the room
temperature output data and must agree to within 1%. This verifies
the proper function of the transmitter electronic ice point. After
the ice point function is verified, typically the 135°C calibration
curve is used as the official calibration curve for service. If the
operational temperature of the transmitter varies significantly
from 135°C, then a new official calibration curve is created.

After the wireless transmitter and thermocouples have been in-
stalled on a component, such as a piston, the entire assembly is
placed in Furnace No. 1 and heated to 150°C. The transmitter
output is compared to calibrated thermocouple Meter A and to the
official calibration equation. A minimum accuracy between the
measured temperature and the actual temperature of 1% should be
observed. Note that thermocouple accuracies are typically in the
range of �2%. After the transmitter has been used in an actual
test, it is returned to the manufacturer for post-calibration to verify
the absence of electronic drift or changes during the test. The
post-calibration consists of repeating the two furnace tests out-
lined above and comparing this data to the original calibration
curves.

Experimental Results
Two applications of the wireless microwave telemetry tech-

nique are briefly discussed in this section. Measurements of the
fluid pressure on the stator blade of a rotating torque converter
have been conducted to assist in the validation of computer simu-
lations and promote further understanding of the fluid cavitation
process. Additionally, high-speed diesel piston temperatures were
recorded under a wide range of operating conditions to identify
impingement signatures and provide boundary conditions for heat
transfer analysis.

Automotive Torque Converters. Computational fluid dynam-
ics �CFD� models of the torque converter operating in stall con-
dition show that the lowest pressure in the converter typically
occurs at the nose of the stator blade �7,8�. At stall condition fluid
flows over the stator blade at a high angle of attack leading to flow
separation on the suction side of the blade �9,10�. The combina-
tion of flow separation and high fluid velocities leads to very low
pressures at the nose of the stator. Figure 9 is a cross section of the
stator passage showing a CFD generated static pressure map at a
location 25% of the way from the converter’s outer shell to the
converter’s core �0.25 S-C� at a pump speed of 2000 rpm and a
charge pressure of 70 psi.

An experimental stator was designed to measure static pressure
at the nose of the stator, using wireless telemetry. Fifteen
0.5-mm-diameter pressure taps were situated in a 3�5 array that
wrapped around the nose of the stator at locations shown in Fig.
10.

Each of the pressure manifolds were filled with automatic trans-
mission fluid �ATF� throughout the pressure tap by letting air es-
cape through an evacuation hole that was subsequently sealed
with a gasket after all the air was evacuated. The microwave te-
lemetry technique using a single transmitter mounted in the stator
hub was used to transmit the 15 multiplexed transducer signals
from the stator hub and out of the spinning torque converter. The
sampling rate for the data was 12,800 Hz. Figure 11 is a photo-
graph of the experimental stator with the cover removed showing
the telemetry electronics mounted and potted in the hub of the
stator.

Pressure data were taken at conditions that promoted the onset
of cavitation. A cavitation signature was found in the fluctuating
component of the static pressure, p�. Ca� is a nondimensional
fluctuating pressure that is referred to as the fluctuating cavitation
number and is based on the mean square pressure �MSP� value of
p�, �MSP

Fig. 7 Coherence function and 60 Hz noise

Fig. 8 Temperature calibration schematic
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Ca� � ��MSP�/�1/2��D��2� �1�

�̃p is dimensionless pump speed defined as

�̃p � �D��/��pc/�� �2�
At a dimensionless pump speed of 1.25, cavitation bubbles start to
form away from the blade and begin to damp the pressure fluc-
tuations near the blade. When a dimensionless pump speed of 1.63
is reached, the fluctuating cavitation number is nearly zero and
remains there for all higher values, as shown in Fig. 12. A dimen-
sionless pump speed of 1.63 was defined as advanced cavitation
and is the point were a three point running average was below
10% of the initial value of fluctuating cavitation number at low

dimensionless pump speeds �11�.
Ca� dropped to a value near zero at the dimensionless pump

speed marking advanced cavitation. This behavior is associated
with a coalescence of the cavity formation zone near the surface
where the pressure transducers were mounted. Attenuation of the
pressure fluctuations by newly formed and growing cavities marks
the inception of cavitation at the stator blades �11�.

Piston Temperature Measurement Results. Two separate sets
of analysis were performed with nearly the same set of data for
the piston temperature measurements. The first was an impinge-
ment study on the surface of the piston and the second was a
piston thermal loading study.

Figure 13 shows the location of the eight surface mounted ther-
mocouples �1–6,14� and seven embedded thermocouples on a pis-
ton crosssection. Figure 14 shows the top view of the piston and
corresponding thermocouple locations.

For the impingement study, the placement of the surface ther-

Fig. 9 CFD prediction of static pressures around a stator sec-
tion at 0.25 S-C. The pump speed is 2000 rpm and the charge
pressure is 70 psi.

Fig. 10 Location of pressure taps on stator blade

Fig. 11 Stator with cover removed to show telemetry electron-
ics installed in the hub
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mocouples was chosen at locations on the piston of probable im-
pingement. Thermocouples 5, 14, and 15 are mounted on the pis-
ton bowl lip and are circumferentially 30 deg from each other
�14�.

The fast-response surface thermocouples have an outer diam-
eter of 1.55 mm �0.061 in.�, a surface thermal deposition coating
of 2 �m, and a time constant of 1 �s, according to the manufac-
turer �L. Jones, personal communication, March 20, 2002�. Sur-
face thermocouple specifications are provided in Table 2.

Figure 15 shows the surface temperature verses crank angle
degree for the Thermocouple 5 location at two engine speeds,
multiple loads, and 0 deg injector rotation.

0 crank angle degree �CAD� corresponds to the top dead center
location of the piston. As load increases, both mean and peak
surface temperature is observed to increase, as expected. When
the same loads, speeds, and injector orientation are analyzed for
Thermocouple 15, a unique signature appears at the higher loads,
as shown in Fig. 16.

Thermocouple 15 displays a higher peak temperature and a dis-
tinct temperature profile around 0 CAD, compared to Thermo-
couple 5. Only Thermocouple 15 identified a distinct feature on
the piston surface at this injector orientation. The locations on the

piston and the operating condition of the engine are critical factors
in determining if the signature is present. The change in the tem-
perature profile is believed to be the result of the burning spray
impinging on the thermocouple location. The temperature profile
change occurs after the initial rise in the cylinder pressure which
results from combustion, as shown in Fig. 17.

The rate of temperature change versus crank angle degree was
calculated to further improve the identification of the impinge-
ment signature. Figure 18 shows the effectiveness of the identifi-
cation technique. When impingement is present, it is transformed
into a “spike” prior to top dead center, before the main combus-
tion event. The peak value of the spike appears to correlate with
the magnitude of the impingement event.

The speed/load dependence of the impingement signature was
identified by calculating the peak value of dT /d� at the impinge-

Table 2 Fast response surface thermocouple specifications

Thermocouple type Triaxial, Type E
�chromel/constantan�

Diameter 1.55 mm �0.061 in.�
Electrical connection Surface deposited chromium
Connection thickness 2 �m
Time constant Less than 1 �s
Bandwidth 10,000 Hz

Fig. 12 Fluctuating cavitation number as a function of dimen-
sionless pump speed at SS1, 0.25 S-C

Fig. 13 Thermocouple locations on piston cross section

Fig. 14 Surface thermocouple locations from top view of pis-
ton „thermocouples 2, 3, and 4 omitted for clarity…

Fig. 15 Typical piston surface temperature traces: Thermo-
couple 5, 0 deg injector rotation
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ment location. The peak value of the impingement signature, rela-
tive to zero, was recorded for all test conditions. The smallest,
measurable value of dT /d� peak was 0.1. A threshold value of
0.15 was used to separate the data sets into impinging and non-
impinging conditions. Figure 19 shows a clear speed dependency
between impinging and nonimpinging operating conditions �12�.

The effect of impingement can be observed in the time domain
and displays a unique signature at specific thermocouple loca-
tions, which do not exist at other locations on the piston surface. A
simple parameter, dT /d�, effectively identifies the impingement
event over a wide range of operating conditions and reveals a
speed dependency on the impingement signature.

The instantaneous and steady-state piston thermal loading
analysis involved the surface and the imbedded thermocouples to
supply the boundary conditions for two-dimensional finite-
element and one-dimensional semi-infinite solutions. Dynamic
changes of temperature and heat flux exist several millimeters into
the piston surface, with the highest temperatures observed at the
surface �13�. A transient finite-element model was developed to
solve for the temperature and heat transfer distribution throughout
the piston cross section. The instantaneous surface heat transfer
results from the finite-element model were then compared with
the results from the one-dimensional semi-infinite solution. This

was done to analyze the validity of one-dimensional semi-infinite
behavior of the piston surface, a widely applied piston heat trans-
fer assumption. A steady-state finite-element model, supplied with
time-averaged temperature boundary conditions from the wireless
telemetry, was also developed to calculate the distribution of heat
transfer through different sections of the piston, such as the upper
surface, rings, skirt, bottom of the piston, and oil gallery.

Two-dimensional �2D� effects are expected to be more domi-
nant in locations such as the bowl lip compared to the center of
the piston. The 1D and 2D results, as shown in Fig. 20 for the
center of the piston �tc1�, are almost identical. This proves that 2D
effects at the center of the bowl do not significantly influence the
heat transfer at this location.

However, a measurable difference in the heat transfer was ob-
served for the piston bowl lip location �tc5� as shown in Fig. 21.
The 1D semi-infinite solution overpredicts the peak heat flux to
the piston lip for this particular case by approximately 14%.

One-dimensional semi-infinite heat transfer requires proper dis-
sipation of the heat through the solid. In locations such as the
bowl lip, heat transfer into the surface from both directions may
cause the subsurface to reach higher steady periodic temperatures
than the expected temperatures from the solution to the one-
dimensional semi-infinite solid. Figure 22 shows the temperature

Fig. 16 Distinct feature in temperature trace: Thermocouple
15, 0 deg injector rotation

Fig. 17 Thermocouple 15, injection pulse and cylinder pres-
sure relationship

Fig. 18 dT /d� identifies impingement at 1800rpm/165 N m
and 1350 rpm/165 N m: Thermocouple 15, 0 deg injector
rotation

Fig. 19 Load versues rpm for impinging and nonimpinging
conditions
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gradients from the steady-state, 2D, finite-element model and the
distribution of the total steady-state heat transfer, in percent, at
different sections of the piston.

Conclusions

1. The wireless microwave telemetry technique is an effective
solution for measuring transducers in rotating and recipro-
cating components;

2. The high level of precision and accuracy with which mea-
surements can be made in challenging locations has been
demonstrated;

3. The wireless telemetry technique allows a continuous stream
of data from the transducers, increasing component under-
standing; and

4. The system is extremely flexible for a variety of transducers,
in a variety of applications, such as automotive torque con-
verters and internal combustion engine pistons.
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Nomenclature
ATF � automatic transmission fluid

CAD � crank angle degree
CFD � computational fluid dynamics
emf � electromotive force

FEM � finite-element method
FM � frequency modulation

F /V � frequency to voltage conversion
Hz � Hertz �cycles/s�

MSP � mean squared pressure
rpm � revolutions per minute

VCO � voltage controlled oscillator
V /F � voltage to frequency conversion
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